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SYSTEMS AND METHODS FOR GENERATING BIOLOGICAL MATERIAL

CROSS REFERENCE TO RELATED APPLICATION

This application claims the benefit of the filing date of U.S. Provisional

Application No. 60/692,327, which was filed on June 20, 2005, the contents of which

(including all appendices) are hereby incorporated by reference to this description.

BACKGROUND

The invention relates to systems and methods for synthesizing biological material.

Methods of manipulating biological systems and processes through the use of

cell-free assays and nanotechnology have developed rapidly in recent years. For

example, cell-free systems for directing protein synthesis, RNA transcription, and RNA

splicing are known and more efficient and robust systems are evolving, such those that

include the use of very small sample volumes and that use nanotechnology.

Nanotechnology has been applied to the manipulation of cells and cellular processes,

including cell sorting based on the type, size, or function of a cell. Micro-fabricated

fluidic channels have been developed for sizing and sorting DNA molecules. Photonic

pressure has been used to transport cells over the length of defined fluidic channels. Bio-

chips have been developed which have the ability to operate with extremely small sample

volumes (on the order of nanoliters) and to perform analyses at much higher rates than

can be achieved by traditional methods. Many of the existing bio-chip and microfluidic

technologies use electrical, mechanical or forces to perform switching within the

microfluidic channels. Certain optical-based technologies describe the use of lasers to

define an optical path having an intensity gradient sufficient to propel the particles along

a path but sufficiently weak enough that the particles are not trapped in an axial direction.

Other lasers can interrogate particles to identify predetermined phenotypical

characteristics, and upon recognition of a particular phenotype, can deflect the particles in

along a different specified path. As the field of nanotechnology grows and the

understanding of the mechanics of biological processes evolves, the two fields will

continue to merge.



SUMMARY

In some embodiments, a system includes a computer configured to execute

instructions for synthesizing biological material and an assembly unit electrically

connected to the computer, the assembly unit being configured to synthesize the

biological material based on the instructions executed by the computer.

Embodiments can include one or more of the following.

The system can include an insertion unit. The system can include a repository

unit. The assembly unit further comprises one or more of an input channel and an output

channel. The system can include separate device for a user to communicate wirelessly

with the computer. The computer can include one or more of a memory unit, software,

and a database. The database can include one or more of DNA sequence, RNA sequence

and polypeptide sequence information. The repository unit can include one or more

different types of monomelic biological components. The monomelic biological

components can include one or more of a nucleotide, amino acid, and tRNA. Each tRNA

can be attached to an amino acid.

The assembly unit can include one or more of a polymerase or a ribosome. The

assembly unit can include a robot that mimics the activity of a polymerase or a ribosome.

The biological material can be a nucleic acid or polypeptide. The biological material can

be an RNA.

The insertion unit can be attached to the assembly unit. The system can be coated

with a biocompatible material.

In some embodiments, a computer configured to execute instructions for

synthesizing biological material, a central unit responsive to execution of the instructions

to control an assembly unit, and an assembly unit electrically connected to the central

unit, the assembly unit being configured to synthesize the biological material based on

the instructions executed by the computer.

Embodiments can include one or more of the following.

The system can include a repository unit. The assembly unit can include one or

more of an input channel and an output channel. The computer can be separate from the

central unit and the assembly unit. The computer can reside outside of the cell and the

central unit and the assembly unit reside inside the cell. The computer can reside within



the central unit, and the central unit and the assembly unit can reside inside the cell. The

system can include a separate device for a user to communicate wirelessly with the

computer. The computer can include one or more of a transmitter, software, and a

database. The central unit can include one or more of a memory, a receiver, an engine,

and an antenna. The database can include one or more of DNA sequence, RNA sequence

and polypeptide sequence information.

The system can include a repository unit, and the repository unit comprises one or

more different types of monomeric biological components. The monomeric biological

components can include one or more of a nucleotide, amino acid, and tRNA. Each tRNA

can be attached to an amino acid. The assembly unit can include one or more of a

polymerase or a ribosome. The assembly unit can include a robot that mimics the activity

of a polymerase or a ribosome. The biological material can be a nucleic acid or

polypeptide. The biological material can include an RNA. The system can be coated

with a biocompatible material.

In some embodiments, a method includes synthesizing a biological material and

introducing the biological material into a cell. The biological material is synthesized by a

system that includes a computer configured to execute instructions for synthesizing

biological material and an assembly unit electrically connected to the computer, the

assembly unit being configured to synthesize the biological material based on the

instructions executed by the computer.

Embodiments can include one or more of the following.

The system further can include an insertion unit and a repository unit. The

system further can include one or more of an input channel and an output channel on the

assembly unit. The step of synthesizing the biological material can be initiated by a

signal from a user operating a device separated from the system, wherein the user uses

the device to send a signal to a receiver located in the computer of the system.

In some embodiments, a method includes synthesizing a biological material and

introducing the biological material into a cell. The biological material can be synthesized

by a system that includes a computer configured to execute instructions for synthesizing

biological material, a central unit responsive to execution of the instructions to control an

assembly unit, and an assembly unit electrically connected to the computer, the assembly



unit being configured to synthesize the biological material based on the instructions

executed by the computer.

Embodiments can include one or more of the following.

The system can include a repository unit. The method can also include, prior to

the synthesizing step, of putting at least the central unit and the assembly unit of the

system inside the cell. The system further can include one or more of an input channel

and an output channel on the assembly unit. Putting the central unit and the assembly

unit of the system into the cell can include electroporation, microinjection, or a lipophilic

carrier. Synthesizing the biological material can be initiated by a signal from a user

operating a device separated from the system, wherein the user uses the device to send a

signal to a receiver located in the central unit of the system. The computer can reside

inside the central unit.

In some embodiments, a cell comprising a system includes a central unit

responsive to instructions to control an assembly unit and an assembly unit electrically

connected to the central unit, the assembly unit being configured to synthesize biological

material based on the instructions. The instructions are executed by a computer.

Embodiments can include one or more of the following.

The computer can reside inside the central unit. The computer can reside outside

the central unit and outside the cell. The system can include a repository unit attached to

the assembly unit. The assembly unit can include one or more of an input channel and an

output channel on the assembly unit. The computer can include one or more of a

transmitter, software, and a database. The central unit can include one or more of a

memory, a receiver, an engine, and an antenna. The repository unit can include one or

more different types of monomelic biological components. The monomeric biological

components can include one or more of a nucleotide, amino acid, and tRNA. Each tRNA

can be attached to an amino acid. The cell can originate from a mammal. The cell can

originate from a human, mouse, rat, monkey, dog, cat, or rabbit. The cell can be in a

tissue of a human.

In some embodiments, a method of treating a human includes administering a

system to the human. The system includes a central unit responsive to instructions to

control an assembly unit and an assembly unit electrically connected to the central unit,



the assembly unit being configured to synthesize biological material based on the

instructions. The instructions are executed by a computer.

Embodiments can include one or more of the following.

The computer can reside inside the central unit. The computer can reside outside

the central unit and outside the cell. The system can include a repository unit attached to

the assembly unit. The assembly unit can include one or more of an input channel and an

output channel. The computer can include one or more of a transmitter, software, and a

database. The central unit can include one or more of a memory, a receiver, an engine,

and an antenna. The database can include one or more of DNA sequence information,

KNA sequence information, and polypeptide sequence information. The repository unit

can include one or more different types of monomeric biological components. The

monomeric biological components can include one or more of a nucleotide, amino acid,

and tRNA. Each tRNA is attached to an amino acid. The human can have a cancer, a

tissue disorder, or a disorder of the nervous system. The system can be administered by

tissue graft, microprojectile technology, or by a lipophilic carrier.

In some embodiments, a method of treating a human includes administering a cell

comprising. The system includes a central unit responsive to instructions to control an

assembly unit and an assembly unit electrically connected to the central unit, the

assembly unit being configured to synthesize biological material based on the

instructions. The instructions are generated by a computer.

Embodiments can include one or more of the following.

The computer can reside inside the central unit. The computer can reside outside

the central unit and outside the human. The system includes a repository unit attached to

the assembly unit. The assembly unit of the system can include one or more of an input

channel and an output channel on the assembly unit. The computer can include one or

more of a transmitter, software, and a database. The central unit can include one or more

of a memory, a receiver, an engine and an antenna. The database can include DNA

sequence information, RNA sequence information, and polypeptide sequence

information. The repository unit can include one or more different types of monomeric

biological components. The monomeric biological components can include one or more

of a nucleotide, amino acid, and tRNA. Each tRNA can be attached to an amino acid.



The human can have a cancer, a tissue disorder, or a disorder of the nervous system. The

cell can be administered by tissue graft.

The details of one or more embodiments of the invention are set forth in the

accompanying drawings and the description below. Other features, objects, and

advantages of the invention will be apparent from the description and drawings, and from

the claims.

DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram of a biological material synthesizing system such as a

system residing outside of a cell.

FIG. 2 is a block diagram of a database.

FIG. 3 is a block diagram of a biological material synthesizing system, such as a

system including components that can reside inside a cell.

FIG. 4 is flow chart of a process for generating biological material using the

system of FIG. 2.

DETAILED DESCRIPTION

Described are systems and methods for synthesizing biological materials.

Referring to FIG. 1, the systems include at least a computer 5 and an assembly

unit 20. The computer 5 is configured to generate instructions for the synthesis of

biological material, and includes, for example, a database 12, software 8, and

memory 110. The assembly unit 20 is electronically connected to the computer 5 and is

configured to synthesize the biological material based on the instructions received from

the computer. The assembly unit 20 stores machinery for synthesizing the biological

material and can be located inside or outside of a cell. When the assembly unit is located

outside of the cell, the assembly unit can be physically attached to the computer, and also

to a repository unit 16 containing one or more different types of monomeric biological

components. The repository unit 16 can be attached to the assembly unit 20 at the site of

an input channel on the assembly unit 20. The assembly unit 20 uses the biological

components stored in the repository unit for the synthesis of the biological material. The

assembly unit 20 can also be attached to an insertion unit 22, such as at the site of an

output channel on the assembly unit. Synthesized biological material can pass from the



assembly unit 20 into the cell through the insertion unit 22. When the assembly unit 20 is

located inside the cell, the assembly unit can be attached to a central unit 10, which is

also located within the cell. The central unit can include the computer 5, or the central

unit can be separated from the computer, and the computer can be stored, for example,

outside the cell. The central unit can include a memory 110, receiver 14, engine 108 and

antenna 102. A computer 5, located outside the cell, can include a database 12,

software 8, and a transmitter 6 for transmitting instructions regarding biological synthesis

from the computer to the central unit. The synthesized biological material can pass from

the assembly unit directly into the cell, such as through an output channel. The biological

materials synthesized by the systems featured herein can be multimeric molecules, such

as nucleic acids (e.g., DNA or RNA) and polypeptides. A system that synthesizes

biological material or a cell containing such a system can be used to treat a human who

has a disorder, such as cancer or a neurological disorder.

Systems for synthesizing biological material.

In general the computer 5 provides instructions to the assembly unit 20 indicating

how to generate biological material. The assembly unit 2 Q generates the biological

material using monomeric components (e.g., monomeric components 18a-18d) stored in

the repository unit 16. In some embodiments, the system operates outside the cell, and

further includes an insertion unit 22. When the system functions outside of the cell, the

biological material synthesized within the assembly unit passes through the insertion unit

22 and into the cell. The insertion unit resembles microinjection apparatus known in the

art. For example, the insertion unit can include an injection pipet with an external

diameter of about 1 micrometer (e.g., about 0.6 micrometer, about 0.8 micrometer, about

1.0 micrometer, about 1.2 micrometer, about 1.4 micrometer) and tubing connecting the

assembly unit and the injection pipet. The tubing can have an external diameter of about

60-70 micrometers (e.g., 62, 64, 66, 68 micrometers). An insertion unit includes a hollow

portion that can hold biological material generated by the assembly unit. The assembly

unit can be in fluid communication with the insertion unit such that biological material

can flow from the assembly unit to the insertion unit. The insertion unit also includes a

tip with an opening disposed at the tip. The tip is configured to pierce the membrane of



cell without permanently damaging the cell. The insertion unit inserts the biological

material stored in the hollow portion into the cell by flowing the biological material

through the opening in the tip.

Still referring to FIG. 1, in order to generate the biological material the computer 5

communicates information with the assembly unit 20. In general, the computer 5

includes software 8 that provides instructions to the assembly unit 20. The software 8

includes a user interface that allows a user to select the type of biological material to be

generated by the assembly unit 20. Based on the type of biological material the user

selects to generate, the software 8 interfaces with a database 12 to determine an

appropriate set of instructions to send to the assembly unit 20.

For example, as shown in FIG. 2, the database 12 can store information regarding

cell phenotype 35, the type or unit of biological material to be synthesized 40, the

monomeric components 42 of the biological material, and the assembly instructions 44

for the material. As depicted in FIG. 2 the database includes a table with fields

representing the stored data, however other types of databases such as relational

databases, or flat file systems, etc. could be used. The computer can maintain the

information of a human's genetic code, altered to replace deleterious information {e.g.,

deleterious mutations) with benign or beneficial information. By this approach, cells that

are genetically programmed to synthesize a misfunctioning or nonfunctioning

polypeptide, or programmed not to synthesize a particular essential polypeptide, can be

manipulated to express the properly functioning polypeptide by execution of the program

by the computer and using data stored in the database.

Referring to FIG. 3, an assembly unit 20 can include an input channel 19 and an

output channel 2 1. An assembly unit located inside a cell may or may not be attached to

a repository. The assembly unit 20 can harvest the biological building blocks (e.g.,

nucleotides, amino acids) directly from the cell cytoplasm and through the input

channel 19. Synthesized biological material is released from the assembly unit and into

the cell through the output channel 2 1.

The biological material synthesizing system can be programmed such that the

assembly unit 20 receives instructions for synthesizing one particular type of biological

material {e.g., nucleic acid, polypeptide). Alternatively, the assembly unit can receive



instructions for synthesizing more than one type of biological material. For example, the

computer can be programmed such that the assembly unit 20 receives instructions for

synthesizing all the polypeptides necessary to support cell function. The computer can be

programmed and re-programmed by a user using a device located outside of the cell. The

device can be a wireless device, such as a second computer or a remote control device.

A repository unit can include, for example, nucleotides, such as

deoxyribonucleotides for assembling deoxyribonucleic acid (DNA), or ribonucleotides

for assembling ribonucleic acid (RNA), or amino acids for assembling polypeptides.

DNA is a polymer of deoxyribonucleotide subunits and RNA is a polymer of

ribonucleotide subunits. A nucleotide is a nitrogenous base (e.g., a purine, a pyrimidine),

a sugar (e.g., a ribose, a deoxyribose), and one or more phosphate units. Table 1 lists

exemplary nucleotides and amino acids that can be included in the repository unit. The

repository unit can include a stock of amino acids attached to tRNA. Ribosomes within

the assembly unit, or machinery that mimics a ribosome, can use the stock of tRNA to

assemble a polypeptide by a mechanism similar to that which occurs in vivo.

Table 1. Exemplary monomeric components of the repository unit of a system.



The repository unit 16 can also include carbohydrates for attachment to the

polypeptides. Alternatively, necessary carbohydrates can b e attached to the polypeptide

by the endogenous cellular machinery after the polypeptide passes through the assembly

unit output channel.

The assembly unit 20 can include machinery for synthesizing biological material.

The assembly unit 20 can include enzymes (e.g., RNA polymerases, ribosomes) to

facilitate RNA and polypeptide synthesis. Alternatively, or in addition, the assembly

unit 20 can include machinery (e.g., manmade machinery) that mimics the endogenous

cellular machinery.

The repository unit 16 and assembly unit 20 can be fluid-filled with salts and

buffer to provide an environment that mimics the interior of a cell. Such an environment

facilitates the integrity of the molecular structures, including secondary and tertiary

polypeptide structures formed as the amino acids are linked together in the assembly unit.

The salts can include, for example, potassium, magnesium, calcium, zinc, ammonium or

sodium salts, while suitable buffers include MES, Tris, HEPES, MMT and the like. The



fluid can also include serum, such as bovine fetal serum, to provide additional

components to support assembly of the biological materials. Other suitable components

include reducing agents, such as dithiothreitol (DTT), chelating agents such as EDTA,

and polymers such as polyethylene glycols (PEGs). The fluid within a system can also

contain antibacterial and antifungal agents to prevent contamination. Appropriate

antibacterial agents include but are not limited to streptomycin and penicillin, and

fungizone is an example of an appropriate antifungal agent.

A technique for assembling the biological material can be programmed into the

computer 5, and the programmable interface and the internal operating circuitry and/or

the signal processor, which may be one or more of a microprocessor or nanoprocessor,

can be configured to allow adjustable and/or selectable operational configurations of the

device to operate in the desired feedback mode or modes. The computer 5 can

communicate with the assembly unit directly (FIG. 1) or can communicate wirelessly

with a central unit 10 (FIG. 3). The computer and assembly unit can operate outside of

the cell (see, e.g., FIG. 1), or the system, or parts of the system, can be introduced into the

interior of the cell, where it can assemble the biological material and distribute the

material directly into the interior of the cell (see, e.g., FIG. 3).

Referring to FIG. 3, a wireless systems can include a computer 5, a central unit 10,

and an assembly unit 20. The computer can reside inside the cell (such as inside a central

unit 10), or the computer 5 can reside outside the cell. A computer residing outside the

cell can send instructions to the central unit that resides inside the cell. Due to the limited

size of the central unit, some or all information processing can occur in a processor

located on the computer 5. For example, the database 12 can be stored on the computer 5

and a reduced set of data or instructions (e.g., and executable instruction set) can be

wirelessly transmitted from a transmitter 6 on computer 5 to a receiver 14 on the central

unit 10. The central unit 10 stores the received instructions or computer executable code

in a memory 110. During operation, the central unit 10 executes the instructions stored

on the memory 110 and sends instructions to the assembly unit 20 for generation of

biological material.

The processor can be a microprocessor, a nanoprocessor, or a set of micro-

engines. In general, a microprocessor is a computer processor on a microchip. A



nanoprocessor can be a processor having limited memory for executing a reduced set of

instructions.

In general, a processor can be implemented in digital electronic circuitry, in

computer hardware, firmware, software, or in combinations of these. The processor

described herein can be implemented as a computer program product, e.g., a computer

program tangibly embodied in an information carrier, e.g., in a machine-readable storage

device or in a propagated signal, for execution by, or to control the operation of, a data

processing apparatus, e.g., a processing device, a computer, or multiple computers. A

computer program can be written in any form of programming language, including

compiled, assembled, or interpreted languages, and it can be deployed in any form,

including as a stand-alone program or as a module, component, subroutine, or other unit

suitable for use in a computing environment. A computer program can be deployed to be

executed on one computer or on multiple computers at one site or distributed across

multiple sites and interconnected by a communication network.

The system can be coated in a material that is biocompatible, such as a coating

formed from polyurethane, or an amorphous titanium nitride. A material is biocompatible

if it can come in contact with at least one part of the body without causing significant

health hazards.

Referring to FIG. 4, a process 140 for modulating cell activity is shown. The

process 140 includes monitoring 142 at least one condition (e.g., pH, hypotonicity,

temperature) in a cell. The information about the cell is processed 144 by the computer,

and a transmitter 6 transmits 148 the information to a central unit 10. The monitoring

step can include monitoring a condition visually, such as by monitoring a condition of the

human, or the monitoring step can include measuring conditions within the cell by

sensors located on one or more components of the system. The central unit receives the

information and sends instructions to the assembly unit in the cell. The central unit can

be located in the cell, or the central unit can reside outside the cell (e.g., included in the

computer 5). A wireless device, such as a remote control device, located outside the cell

can be used to send instructions to the central unit 10 in the cell to direct the synthesis of

particular biological material. The assembly unit executes 152 the instructions and



generates biological material. The assembly unit then deposits 154 the material into the

cell.

Uses. The system and cells featured can be used to treat a disorder, such as a

proliferative disorder {e.g., a cancer). For example, to eliminate unwanted cells {e.g.,

tumor cells) in a human, the computer can be programmed to synthesize a protein that is

toxic to a cell, such as an α-sarcin polypeptide. The toxic polypeptide can mimic a

polypeptide of any origin, such as of mammalian {e.g., human) origin, bacterial origin, or

fungal origin. Alternatively, the computer can be programmed to synthesize a double-

stranded RNA (dsRNA), such as a short hairpin RNA, that can downregulate gene

expression by hybridizing to an endogenous RNA of the human, effectively shutting

down translation of the endogenous RNA by the process of RNA interference. The result

is the death of the cell and subsequently, the death of the tumor. In another alternative,

the computer can be programmed to synthesize a single-stranded antisense RNA or

microRNA, that can downregulate gene expression by hybridizing to an endogenous

RNA of the human.

The computer can be programmed to synthesize a dsRNA for the downregulation

of any gene, and a computer can be programmed according to the features of the target

cell. For example, the computer can be programmed to synthesize a dsRNA that targets a

Src gene, such as for treating tumors of the colon. A computer programmed to synthesize

a dsRNA that targets the RAS gene can be used to treat tumors of the pancreas, colon or

lung, and a computer programmed to synthesize a dsRNA that targets the c-MYC gene

can be used to treat a neuroblastoma.

A system can be introduced into the unwanted cell by any method described

below. For example, microprojectile technology can be used to propel a system into the

cells of a tumor mass.

The systems can be delivered to a human through use of a tissue graft. For

example, cells can be cultured in vitro for use in a tissue graft. Before transferring the

tissue to a human, the systems are introduced into the cells of the graft, such as through a

liposomal carrier, or by an electrical pulse. The systems delivered to the tissue graft can

be programmed to synthesize a therapeutic biological component, e.g., a therapeutic

nucleic acid or polypeptide. In particular, a therapeutic polypeptide synthesized by the



system can be secreted by the cells of the tissue graft, where they are taken up by

neighboring cells in need of therapeutic polypeptides. The tissue grafts can be applied to

diseased or damaged tissue, e.g., to treat burns or diseased organs, such as diseased heart,

liver, or kidney tissue.

A system can replace a cell's nucleus. For example, the nucleus can be removed,

such as by micromanipulation, and a system can then be injected into the cell. The

system is programmed with the information needed to synthesize the biological material

and to maintain cell growth and survival. For example, adult neural cells can be

subjected to an exchange of a nucleus for a system. The system is programmed with

information regarding proteins required for neural cell survival and neurite outgrowth.

Neural cells carrying a system can be transplanted into patients having a neurological

disorder, such as due to genetic disposition or trauma, to replace nerve function. For

example, the cells can be transplanted into or near the spinal cord of paraplegic patients

to restore function to the central nervous system, and consequently to improve or restore

mobility.

A system can be used to treat a human having a variety of different disorders. As

discussed above, a human having a cancer can be treated with a system. For example, the

human can have colon cancer, breast cancer, pancreatic cancer, lung cancer, liver cancer,

gall bladder cancer, endometrial cancer, a glioblastoma, a squamous cell carcinoma,

ovarian cancer, prostate cancer, Ewing Sarcoma, myxoid liposarcoma, leukemia, an

adenocarcinoma, and the like.

A system can be also be used to treat a human who experiences acute or chronic

pain, or an autoimmune disorder. Exemplary autoimmune disorders include, but are not

limited to, rheumatoid arthritis, systemic lupus erythematosus, Sjogren's syndrome,

scleroderma, mixed connective tissue disease, dermatomyositis, polymyositis, Reiter's

syndrome or Behcet's disease, type I (Insulin dependent), type II diabetes mellitus,

Hashimoto's thyroiditis, Graves' Disease, multiple sclerosis, myasthenia gravis,

encephalomyelitis, phemphigus vulgaris, phemphigus vegetans, phemphigus foliaceus,

Senear-Usher syndrome, Brazilian phemphigus, psoriasis (e.g., psoriasis vulgaris), atopic

dermatitis, inflammatory bowel disease (e.g., ulcerative colitis or Crohn's Disease), a

disorder resulting from an organ, tissue, or cell transplant (e.g., a bone marrow



transplant), such as acute or chronic GVHD, or aplastic anemia, endogenous uveitis,

nephrotic syndrome, primary biliary cirrhosis, lichen planus, pyoderma gangrenosum,

alopecia areata, a Bullous disorder, chronic viral active hepatitis, auto immune chronic

active hepatitis, acquired immune deficiency syndrome (AIDS), and the like.

A system can be used to treat a human infected with a pathogen, e.g., a virus,

bacteria, or fungus. For example, the human can have a virus, such as a hepatitis virus

{e.g., Hepatitis A, B, C, D, E, F, G, H), respiratory syncitial virus, Herpes simplex virus,

cytomegalovirus, Epstein Barr Virus, Kaposi's Sarcoma-associated Herpes Virus, JC

Virus, rhinovirus, myxovirus, coronavirus, West Nile Virus, St. Louis Encephalitis

flavivirus, Tick-borne encephalitis virus, Murray Valley encephalitis flavivirus, Simian

Virus 40, Human T Cell Lymphotropic Virus, Moloney-Murine Leukemia Virus,

encephalomyocarditis virus, measles virus, Vericella zoster virus, yellow fever virus,

adenovirus, poliovirus, poxvirus, and the like.

The human can be infected with a bacteria, such as Mycobacterium ulcerans,

Mycobacterium tuberculosis, Mycobacterium leprae, Staphylococcus aureus,

Streptococcus pneumoniae, Streptococcus pyogenes, Chlamydia pneumoniae,

Mycoplasma pneumoniae, and the like.

A human can be treated with other pharmaceutical compositions, or other therapy

regimens, in addition to treatment with a system. The methods can also be used

therapeutically or prophylactically.

A cell containing a system can generate large amounts of a protein that are

secreted and harvested for use as therapeutic agents. For this purpose, the system in the

cell is programmed to synthesize a particular polypeptide of interest. For example, the

system can be programmed to synthesize large quantities of insulin for packaging and

marketing for the treatment of diabetes or human growth hormone for treatment of

dwarfism in children. The system can be programmed to synthesize any variation of a

polypeptide, including variants discovered to have greater efficacy or fewer side effects

than naturally occurring polypeptides.

The compositions and methods provided may also be used, e.g., as a research tool,

to examine the function of various proteins and genes in vitro in cultured or preserved



dermal tissues and in animals. The system can be applied to examine the function of any

gene.

Delivery of a system to a cell.

A system can be introduced into a cell by any method, including any method

traditionally used to introduce nucleic acids into cells. For example, a system can be

introduced into a cell by microinjection, electroporation, by liposomes, or by

microprojectile technology.

A system can be delivered to a cell as a component of a membranous molecular

assembly, e.g., a liposome or a micelle. As used herein, the term "liposome" refers to a

vesicle composed of amphiphilic lipids arranged in at least one bilayer, e.g., one bilayer

or a plurality of bilayers. Liposomes include unilamellar and multilamellar vesicles that

have a membrane formed from a lipophilic material and an aqueous interior. The

aqueous portion contains the system. The lipophilic material isolates the aqueous interior

from an aqueous exterior. Liposomes are generally useful for the transfer and delivery of

active ingredients (e.g., a system) to the site of action (e.g., to the interior of a cell).

Because the liposomal membrane is structurally similar to biological membranes, when

liposomes are applied to a tissue, the liposomal bilayer fuses with the bilayer of the

cellular membranes. As the merging of the liposome and cell progresses, the internal

aqueous contents that include the system are delivered into the cell where the system can

synthesize biological components. In some cases the liposomes are also specifically

targeted, e.g., to direct the system to a particular cell type (see methods of targeting

below).

A liposome containing a system can be prepared by a variety of methods. In one

example, the lipid component of a liposome is dissolved in a detergent so that micelles

are formed with the lipid component. For example, the lipid component can be an

amphipathic cationic lipid or lipid conjugate. The detergent can have a high critical

micelle concentration and may be nonionic. Exemplary detergents include cholate,

CHAPS, octylglucoside, deoxycholate, and lauroyl sarcosine. Systems are then added to

the micelles that include the lipid component. The system can be coated with an anionic

material such that the cationic groups on the lipid interact with the system and condense



around the system to form a liposome. After condensation, the detergent is removed, e.g.,

by dialysis, to yield a liposomal preparation containing the system.

If necessary a carrier compound that assists in condensation can be added during

the condensation reaction, e.g., by controlled addition. For example, the carrier

compound can be a polymer, such as spermine or spermidine. pH can also adjusted to

favor condensation.

One major type of liposomal composition includes phospholipids other than

naturally-derived phosphatidylcholine. Neutral liposome compositions, for example, can

be formed from dimyristoyl phosphatidylcholine (DMPC) or dipalmitoyl

phosphatidylcholine (DPPC). Anionic liposome compositions generally are formed from

dimyristoyl phosphatidylglycerol, while anionic fusogenic liposomes are formed

primarily from dioleoyl phosphatidylethanolamine (DOPE). Another type of liposomal

composition is formed from phosphatidylcholine (PC) such as, for example, soybean PC,

and egg PC. Another type is formed from mixtures of phospholipid and/or

phosphatidylcholine and/or cholesterol.

Examples of other methods to introduce liposomes into cells in vitro and in vivo

include U.S. Pat. No. 5,283,185; U.S. Pat. No. 5,171,678; WO 94/00569; WO 93/24640;

WO 91/16024; Feigner, J . Biol. Chem. 269£550, 1994; Nabel, Proc. Natl. Acad. ScL

90:11307, 1993; Nabel, Human Gene Ther. 3:649, 1992; Gershon, Biochem. 32:7143,

1993; and Strauss EMBO J. 11:417, 1992.

One cationic lipid conjugate includes derealization of the lipid with cholesterol

("DC-Choi") which has been formulated into liposomes in combination with DOPE (See,

Gao, X. and Huang, L., Biochim. Biophys. Res. Commun. 179:280, 1991).

Lipopolylysine, made by conjugating polylysine to DOPE, has been reported to be

effective for transfection in the presence of serum (Zhou, X. et ah, Biochim. Biophys.

Acta 1065 :8, 1991). For certain cell lines, these liposomes containing conjugated

cationic lipids, are said to exhibit lower toxicity and provide more efficient transfection

than the DOTMA-containing compositions. Other commercially available cationic lipid

products include DMRIE and DMRIE-HP (Vical, La Jolla, California) and Lipofectamine

(DOSPA) (Life Technology, Inc., Gaithersburg, Maryland).



Liposomal formulations are particularly suited for topical administration,

liposomes present several advantages over other formulations. Such advantages include

reduced side effects related to high systemic absorption of the administered drug,

increased accumulation of the administered drug at the desired target, and the ability to

administer a system to skin cells. In some implementations, liposomes are used for

delivering a system to epidermal cells and also to enhance the delivery of the systems

into dermal tissues, e.g., into skin. For example, the liposomes can be applied topically.

Topical delivery of drugs formulated as liposomes to the skin has been documented (see,

e.g., Weiner et al, Journal of Drug Targeting, 2:405-410, 1992, and du Plessis et ah,

Antiviral Research, 18:259-265, 1992; Mannino, R. J. and Fould-Fogerite, S.,

Biotechniques 6:682-690, 1988; Itani, T. et al. Gene 56:267-276. 1987; Nicolau, C. etal.

Meth. Enz. 149:157-176, 1987; Straubinger, R. M. and Papahadjopoulos, D. Meth. Enz.

101:512-527, 1983; Wang, C. Y. and Huang, L., Proc. Natl. Acad. Sd. USA 84:7851-

7855, 1987).

Non-ionic liposomal systems can also be used to deliver a system to the skin.

Non-ionic liposomal formulations include Novasome I (glyceryl

dilaurate/cholesterol/polyoxyethylene-10-stearyl ether) and Novasome II (glyceryl

distearate/ cholesterol/polyoxyethylene-10-stearyl ether). Such formulations containing

the systems are useful for treating a dermatological disorder.

Surfactants find wide application in formulations such as emulsions (including

microemulsions) and liposomes (see above). Compositions including a system can

include a surfactant. In one embodiment, the system is formulated as an emulsion that

includes a surfactant.

If the surfactant molecule is not ionized, it is classified as a nonionic surfactant.

Nonionic surfactants include nonionic esters such as ethylene glycol esters, propylene

glycol esters, glyceryl esters, polyglyceryl esters, sorbitan esters, sucrose esters, and

ethoxylated esters. Nonionic alkanolamides and ethers such as fatty alcohol ethoxylates,

propoxylated alcohols, and ethoxylated/propoxylated block polymers are also included in

this class. The polyoxyethylene surfactants are the most popular members of the

nonionic surfactant class.



If the surfactant molecule carries a negative charge when it is dissolved or

dispersed in water, the surfactant is classified as anionic. Anionic surfactants include

carboxylates such as soaps, acyl lactylates, acyl amides of amino acids, esters of sulfuric

acid such as alkyl sulfates and ethoxylated alkyl sulfates, sulfonates such as alkyl

benzene sulfonates, acyl isethionates, acyl taurates and sulfosuccinates, and phosphates.

The most important members of the anionic surfactant class are the alkyl sulfates and the

soaps.

If the surfactant molecule carries a positive charge when it is dissolved or

dispersed in water, the surfactant is classified as cationic. Cationic surfactants include

quaternary ammonium salts and ethoxylated amines. The quaternary ammonium salts are

the most used members of this class.

If the surfactant molecule has the ability to carry either a positive or negative

charge, the surfactant is classified as amphoteric. Amphoteric surfactants include acrylic

acid derivatives, substituted alkylamides, N-alkylbetaines and phosphatides.

A system can be delivered to a cell as a micellar formulation. In micelles

amphipathic molecules are arranged in a spherical structure such that all the hydrophobic

portions of the molecules are directed inward, leaving the hydrophilic portions in contact

with the surrounding aqueous phase. The converse arrangement exists if the environment

is hydrophobic.

A mixed micellar formulation suitable for delivery through transdermal

membranes may be prepared by combining a system with an alkali metal C8 to C22 alkyl

sulphate, and micelle forming compounds. Exemplary micelle forming compounds

include lecithin, hyaluronic acid, pharmaceutically acceptable salts of hyaluronic acid,

glycolic acid, lactic acid, chamomile extract, cucumber extract, oleic acid, linoleic acid,

linolenic acid, monoolein, monooleates, monolaurates, borage oil, evening of primrose

oil, menthol, trihydroxy oxo cholanyl glycine and pharmaceutically acceptable salts

thereof, glycerin, polyglycerin, lysine, polylysine, triolein, polyoxyethylene ethers and

analogues thereof, polidocanol alkyl ethers and analogues thereof, chenodeoxycholate,

deoxycholate, and mixtures thereof. The micelle forming compounds may be added at

the same time or after addition of the alkali metal alkyl sulphate. Mixed micelles will



form with substantially any kind of mixing of the ingredients but vigorous mixing is

preferred in order to provide smaller size micelles.

In one method a first micellar composition is prepared which contains the system

and at least the alkali metal alkyl sulphate. The first micellar composition is then mixed

with at least three micelle forming compounds to form a mixed micellar composition. In

another method, the micellar composition is prepared by mixing the composition

containing the system, the alkali metal alkyl sulphate and at least one of the micelle

forming compounds, followed by addition of the remaining micelle forming compounds,

with vigorous mixing.

Phenol and/or m-cresol may be added to the mixed micellar composition to

stabilize the formulation and protect against bacterial growth. Alternatively, phenol

and/or m-cresol may be added with the micelle forming ingredients. An isotonic agent

such as glycerin may also be added after formation of the mixed micellar composition.

The specific concentrations of the essential ingredients can be determined by

relatively straightforward experimentation.

In another embodiment, a system may be incorporated into a particle, e.g., a

microparticle. Microparticles can be produced by spray-drying, but may also be

produced by other methods including lyophilization, evaporation, fluid bed drying, .

vacuum drying, or a combination of these techniques.

Polymeric particles, e.g., polymeric in microparticles, can be used as a sustained-

release reservoir of systems that are taken up by cells only released from the

microparticle through biodegradation. The polymeric particles in this embodiment

should therefore be large enough to preclude phagocytosis {e.g., larger than 10 µm and

preferably larger than 20 µm ). Such particles can be produced by the same methods to

make smaller particles, but with less vigorous mixing of the first and second emulsions.

That is to say, a lower homogenization speed, vortex mixing speed, or sonication setting

can be used to obtain particles having a diameter around 100 µm rather than 10 µm. The

time of mixing also can be altered.

Larger microparticles can be formulated as a suspension, a powder, or an

implantable solid, to be delivered by intramuscular, subcutaneous, intradermal,

intravenous, or intraperitoneal injection; via inhalation (intranasal or intrapulmonary);



orally; or by implantation. These particles are useful for delivery of a system when slow

release over a relatively long term is desired. The rate of degradation, and consequently

of release, varies with the polymeric formulation.

Microparticles preferably include pores, voids, hollows, defects or other

interstitial spaces that allow the fluid suspension medium to freely permeate or perfuse

the particulate boundary. For example, the perforated microstructures can be used to

form hollow, porous spray dried microspheres.

Polymeric particles containing the systems can be made using a double emulsion

technique, for instance. First, the polymer is dissolved in an organic solvent. A preferred

polymer is polylactic-co-glycolic acid (PLGA), with a lactic/glycolic acid weight ratio of

65:35, 50:50, or 75:25. Next, systems in aqueous solution are added to the polymer

solution and the two are mixed to form a first emulsion. The solutions can be mixed by

vortexing or shaking, and in a preferred method, the mixture can be sonicated. Most

preferable is any method by which the system receives the least amount of damage while

still allowing the formation of an appropriate emulsion. For example, a Vibra-cell model

VC-250 sonicator is useful for making polymeric particles.

Targeting. In some embodiments, the system is targeted to a particular cell. For

example, a liposome or particle or other structure that includes a system can also include

a targeting moiety that recognizes a specific molecule on a target cell. The targeting

moiety can be a molecule with a specific affinity for a target cell. Targeting moieties can

include antibodies directed against a protein found on the surface of a target cell, or the

ligand or a receptor-binding portion of a ligand for a receptor found on the surface of a

target cell. For example, the targeting moiety can recognize a cancer-specific antigen

(e.g., CA15-3, CA19-9, CEA, or HER2/neu) or a viral antigen, thus delivering the system

to a cancer cell or a virus-infected cell. Exemplary targeting moieties include antibodies

(such as IgM, IgG, IgA, IgD, and the like, or a functional portion thereof), or ligands for

cell surface receptors.



Route of Delivery.

A composition that includes a system can be delivered to a human subject by a

variety of routes. Exemplary routes include intravenous, topical, nasal, pulmonary, and

ocular.

The systems can be incorporated into pharmaceutical compositions suitable for

administration. Such compositions typically include at least one system and a

pharmaceutically acceptable carrier. As used herein the language "pharmaceutically

acceptable carrier" is intended to include any and all solvents, dispersion media, coatings,

antibacterial and antifungal agents, isotonic and absorption delaying agents, and the like,

compatible with pharmaceutical administration. The use of such media and agents for

pharmaceutically active substances is well known in the art. Except insofar as any

conventional media or agent is incompatible with the system, use thereof in the

compositions is contemplated.

Pharmaceutical compositions featured in may be administered in a number of

ways depending upon whether local or systemic treatment is desired and upon the area to

be treated. Administration may be topical (including ophthalmic, intranasal, transdermal),

oral or parenteral. Parenteral administration includes intravenous drip, subcutaneous,

intraperitoneal or intramuscular injection, or intrathecal or intraventricular administration.

The route and site of administration may be chosen to enhance targeting. For

example, to target muscle cells, intramuscular injection into the muscles of interest would

be a logical choice. Lung cells might be targeted by administering the composition

containing the system in aerosol form. The vascular endothelial cells could be targeted

by coating a balloon catheter with a composition including the systems and mechanically

introducing the composition.

Formulations for topical administration may include transdermal patches,

ointments, lotions, creams, gels, drops, suppositories, sprays, liquids and powders.

Conventional pharmaceutical carriers, aqueous, powder or oily bases, thickeners and the

like may be necessary or desirable.

Compositions for oral administration include powders or granules, suspensions or

solutions in water, syrups, elixirs or non-aqueous media, tablets, capsules, lozenges, or

troches. In the case of tablets, carriers that can be used include lactose, sodium citrate



and salts of phosphoric acid. Various disintegrants such as starch, and lubricating agents

such as magnesium stearate, sodium lauryl sulfate and talc, are commonly used in tablets.

For oral administration in capsule form, useful diluents are lactose and high molecular

weight polyethylene glycols. When aqueous suspensions are required for oral use, the

nucleic acid compositions can be combined with emulsifying and suspending agents. If

desired, certain sweetening and/or flavoring agents can be added.

Compositions for intrathecal or intraventricular administration may include sterile

aqueous solutions which may also contain buffers, diluents and other suitable additives.

Formulations for parenteral administration may include sterile aqueous solutions

which may also contain buffers, diluents and other suitable additives. Intraventricular

injection may be facilitated by an intraventricular catheter, for example, attached to a

reservoir. For intravenous use, the total concentration of solutes should be controlled to

render the preparation isotonic.

For ocular administration, ointments or droppable liquids may be delivered by

ocular delivery systems known to the art such as applicators or eye droppers. Such

compositions can include mucomimetics such as hyaluronic acid, chondroitin sulfate,

hydroxypropyl methylcellulose or poly(vinyl alcohol), preservatives such as sorbic acid,

EDTA or benzylchronium chloride, and the usual quantities of diluents and/or carriers.

Iontophoresis (transfer of ionic solutes through biological membranes under the

influence of an electric field) (Lee et ah, Critical Reviews in Therapeutic Drug Carrier

Systems, 1991, p. 163), phonophoresis or sonophoresis (use of ultrasound to enhance the

absorption of various therapeutic agents across biological membranes, notably the skin

and the cornea) (Lee et ah, Critical Reviews in Therapeutic Drug Carrier Systems, 1991,

p. 166), and optimization of vehicle characteristics relative to dose position and retention

at the site of administration (Lee et ah, Critical Reviews in Therapeutic Drug Carrier

Systems, 1991, p. 168) may be useful methods for enhancing the transport of topically

applied compositions across skin and mucosal sites.

Other embodiments are within the scope of the following claims.



<cn/ct>Chapter Five: GNR: Three Overlapping Revolutions
<epi>There are few things of which the present generation is more justly proud than the
wonderful improvements which are daily taking place in all sorts of mechanical appliances. . . .
But what would happen if technology continued to evolve so much more rapidly than the animal
and vegetable kingdoms? Would it displace us in the supremacy of earth? Just as the vegetable
kingdom was slowly developed from the mineral, and as in like manner the animal supervened
upon the vegetable, so now in these last few ages an entirely new kingdom has sprung up, of
which we as yet have only seen what will one day be considered the antediluvian prototypes of
the race We are daily giving [machines] greater power and supplying by all sorts of
ingenious contrivances that self-regulating, self-acting power which will be to them what
intellect has been to the human race.

<epi>—Samuel Butler, 1863 (four years afterpublication of Darwin's The Origin of
Species,)

<e ϊ>Who will be man 's successor? To which the answer is: We are ourselves creating our own
successors. Man will become to the machine what the horse and the dog are to man; the
conclusion being that machines are, or are becoming, animate.

<epis>—-Samuel Butler, 1863 letter, "Darwin among the Machines"

<tx>The first half of the twenty-first century will be characterized by three overlapping
revolutions—in Genetics, Nanotechnology, and Robotics. These will usher in what I referred to
earlier as Epoch Five, the beginning of the Singularity. We are in the early stages of the "G"
revolution today. By understanding the information processes underlying life, we are starting to
learn to reprogram our biology to achieve the virtual elimination of disease, dramatic expansion
of human potential, and radical life extension. Hans Moravec points out, however, that no matter
how successfully we fine-tune our DNA-based biology, humans will remain "second-class
robots," meaning that biology will never be able to match what we will be able to engineer once
we fully understand biology's principles of operation.2

The "N" revolution will enable us to redesign and rebuild—molecule by molecule—our
bodies and brain and the world with which we interact, going far beyond the limitations of
biology. The most powerful impending revolution is "R": human-level robots with their
intelligence derived from our own but redesigned to far exceed human capabilities. R represents
the most significant transformation, because intelligence is the most powerful "force" in the
universe. Intelligence, if sufficiently advanced, is, well, smart enough to anticipate and overcome
any obstacles that stand in its path.

While each revolution will solve the problems from earlier transformations, it will also
introduce new perils. G will overcome the age-old difficulties of disease and aging but establish
the potential for new bioengineered viral threats. Once N is fully developed we will be able to
apply it to protect ourselves from all biological hazards, but it will create the possibility of its
own self-replicating dangers, which will be far more powerful than anything biological. We can
protect ourselves from these hazards with fully developed R, but what will protect us from
pathological intelligence that exceeds our own? I do have a strategy for dealing with these issues,
which I discuss at the end of chapter 8. In this chapter, however, we will examine how the
Singularity will unfold through these three overlapping revolutions: G, N, and R.



<hl>Genetics: The Intersection of Information and Biology

<epi>It has not escaped our notice that the specific pairing we have postulated immediately
suggests a possible copying mechanism for the genetic material.

<&p\s>—James Watson and Francis Crick?

<epi>After three billion years of evolution, we have before us the instruction set that carries each
of us from the one-cell egg through adulthood to the grave.

<epis>—Dr. Robert Waterston, International Human Genome Sequencing Consortium

<tx>Underlying all of the wonders of life and misery of disease are information
processes, essentially software programs, that are surprisingly compact. The entire human
genome is a sequential binary code containing only about eight hundred million bytes of
information. As I mentioned earlier, when its massive redundancies are removed using
conventional compression techniques, we are left with only thirty to one hundred million bytes,
equivalent to the size of an average contemporary software program.5 This code is supported by
a set of biochemical machines that translate these linear (one-dimensional) sequences of DNA
"letters" into strings of simple building blocks called amino acids, which are in turn folded into
three-dimensional proteins, which make up all living creatures from bacteria to humans. (Viruses
occupy a niche in between living and nonliving matter but are also comprised of fragments of
DNA or RNA.) This machinery is essentially a self-replicating nanoscale replicator that builds
the elaborate hierarchy of structures and increasingly complex systems that a living creature
comprises.

<bh>Life's Computer
<btx>In the very early stages of evolution information was encoded in the structure of

increasingly complex organic molecules based on carbon. After billions of years biology evolved its own
computer for storing and manipulating digital data based on the DNA molecule. The chemical structure of
the DNA molecule was first described by J. D. Watson and F. H. C. Crick in 1953 as a double helix
consisting of a pair of strands of polynucleotides with information encoded at each position by the choice
of nucleotides. We finished transcribing the genetic code at the beginning of this century. We are now
beginning to understand the detailed chemistry of the communication and control processes by which DNA
commands reproduction through such other complex molecules and cellular structures as messenger RNA
(mRNA), transfer RNA (tRNA), and ribosomes.

At the level of information storage the mechanism is surprisingly simple. Supported by a twisting
sugar-phosphate backbone, the DNA molecule contains up to several million rungs, each of which is coded
with one letter drawn from a four-letter alphabet; each rung is thus coding two bits of data in a one-
dimensional digital code. The alphabet consists of the four base pairs: adenine-thymine, thymine-adenine,
cytosine-guanine, and guanine-cytosine. The DNA strings in a single cell would measure up to six feet in
length if stretched out, but an elaborate packing method coils it to fit into a cell only 1/2500 of an inch
across.

Special enzymes can copy the information on each rung by splitting each base pair and assembling
two identical DNA molecules by rematching the broken base pairs. Other enzymes actually check the
validity of the copy by checking the integrity of the base-pair matching. With these copying and validation
steps, this chemical data-processing system makes only about one error in ten billion base-pair
replications. 7 Further redundancy and error-correction codes are built into the digital data itself, so
meaningful mutations resulting from base-pair replication errors are rare. Most of the errors resulting from
the one-in-one-billion error rate will result in the equivalent of a "parity" error, which can be detected and
corrected by other levels of the system, including matching against the corresponding chromosome, which
can prevent the incorrect bit from causing any significant damage.8 Recent research has shown that the
genetic mechanism detects such errors in transcription of the male Y chromosome by matching each Y-



chromosome gene against a copy on the same chromosome.9 Once in a long while a transcription error will
result in a beneficial change that evolution will come to favor.

In a process technically called translation, another series of chemicals put this elaborate digital
program into action by building proteins. It is the protein chains that give each cell its structure, behavior,
and intelligence. Special enzymes unwind a region of DNA for building a particular protein. A strand of
mRNA is created by copying the exposed sequence of bases. The rriRNA essentially has a copy of a portion
of the DNA letter sequence. The mRNA travels out of the nucleus and into the cell body. The mRNA codes
are then read by a ribosome molecule, which represents the central molecular player in the drama of
biological reproduction. One portion of the ribosome acts like a tape-recorder head, "reading" the sequence
of data encoded in the mRNA base sequence. The "letters" (bases) are grouped into words of three letters
each called codons, with one codon for each of twenty possible amino acids, the basic building blocks of
protein. A ribosome reads the codons from the mRNA and then, using tRNA, assembles a protein chain one
amino acid at a time.

The notable final step in this process is the folding of the one-dimensional chain of amino acid
"beads" into a three-dimensional protein. Simulating this process has not yet been feasible because of the
enormous complexity of the interacting forces from all the atoms involved. Supercomputers scheduled to
come online around the time of the publication of this book (2005) are expected to have the computational
capacity to simulate protein folding, as well as the interaction of one three-dimensional protein with
another.

Protein folding, along with cell division, is one of nature's remarkable and intricate dances in the
creation and re-creation of life. Specialized "chaperone" molecules protect and guide the amino-acid
strands as they assume their precise three-dimensional protein configurations. As many as one third of
formed protein molecules are folded improperly. These disfigured proteins must be immediately destroyed
or they will rapidly accumulate, disrupting cellular functions on many levels.

Under normal circumstances, as soon as a misfolded protein is formed, it is tagged by a carrier
molecule, ubiquitin, and escorted to a specialized proteosome, where it is broken back down into its
component amino acids for recycling into new (correctly folded) proteins. As cells age, however, they
produce less of the energy needed for optimal function of this mechanism. Accumulations of these
misformed proteins aggregate into particles called protofibrils, which are thought to underlie disease
processes leading to Alzheimer's disease and other afflictions. 10

The ability to simulate the three-dimensional waltz of atomic-level interactions will greatly
accelerate our knowledge of how DNA sequences control life and disease. We will then be in a position to



rapidly simulate drugs that intervene in any of the steps in this process, thereby hastening drug
development and the creation of highly targeted drugs that minimize unwanted side effects.

It is the job of the assembled proteins to carry out the functions of the cell, and by extension the
organism. A molecule of hemoglobin, for example, which has the job of carrying oxygen from the lungs to
body tissues, is created five hundred trillion times each second in the human body. With more than five
hundred amino acids in each molecule of hemoglobin, that comes to 1.5 x 10 19 (fifteen billion billion)
"read" operations every minute by the ribosomes just for the manufacture of hemoglobin.

In some ways the biochemical mechanism of life is remarkably complex and intricate. In other
ways it is remarkably simple. Only four base pairs provide the digital storage for all of the complexity of all
human life and all other life as we know it. The ribosomes build protein chains by grouping together triplets
of base pairs to select sequences from only twenty amino acids. The amino acids themselves are relatively
simple, consisting of a carbon atom with its four bonds linked to one hydrogen atom, one amino (-NH )
group, one carboxylic acid (-COOH) group, and one organic group that is different for each amino acid.
The organic group for Alanine, for example, has only four atoms (CH -) for a total of 13 atoms. One of
the more complex amino acids, arginine (which plays a vital role in the health of the endothelial cells in our
arteries) has only seventeen atoms, in its organic group for a total of twenty-six atoms. These twenty
simple molecular fragments are the building blocks of all life.

The protein chains then control everything else: the structure of bone cells, the ability of muscle
cells to flex and act in concert with other muscle cells, all of the complex biochemical interactions that take
place in the bloodstream, and, of course, the structure and functioning of the brain."

Designer Baby Boomers
<tx>Sufficient information already exists today to slow down disease and aging processes to the
point that baby boomers like myself can remain in good health until the full blossoming of the
biotechnology revolution, which will itself be a bridge to the nanotechnology revolution (see
Resources page). In Fantastic Voyage:Live Long Enough to Live Forever, which I coauthored
with Terry Grossman, M.D., a leading longevity expert, we discuss these three bridges to radical
life extension (today's knowledge, biotechnology, and nanotechnology).12 1wrote there:
"Whereas some of my contemporaries may be satisfied to embrace aging gracefully as part of the
cycle of life, that is not my view. It may be 'natural,' but I don't see anything positive in losing
my mental agility, sensory acuity, physical limberaess, sexual desire, or any other human ability.
I view disease and death at any age as a calamity, as problems to be overcome."

Bridge one involves aggressively applying the knowledge we now possess to
dramatically slow down aging and reverse the most important disease processes, such as heart
disease, cancer, type 2 diabetes, and stroke. You can, in effect, reprogram your biochemistry, for
we have the knowledge today, if aggressively applied, to overcome our genetic heritage in the
vast majority of cases. "It's mostly in your genes" is only true if you take the usual passive
attitude toward health and aging.

My own story is instructive. More than twenty years ago I was diagnosed with type 2
diabetes. The conventional treatment made my condition worse, so I approached this health
challenge from my perspective as an inventor. I immersed, myself in the scientific literature and
came up with a unique program that successfully reversed my diabetes. In 1993 I wrote a health
book (The 10% Solutionfor a Healthy Life) about this experience, and I continue today to be free
of any indication or complication of this disease. 13

In addition, when I was twenty-two, my father died of heart disease at the age of fifty-
eight, and I have inherited his genes predisposing me to this illness. Twenty years ago, despite
following the public guidelines of the American Heart Association, my cholesterol was in the
high 200s (it should be well below 180), my HDL (high density lipoprotein, the "good"
cholesterol) below 30 (it should be above 50), and my homocysteine (a measure of the health of
a biochemical process called methylation) was an unhealthy 11 (it should be below 7.5). By
following a longevity program that Grossman and I developed, my current cholesterol level is



130, my HDL is 55, my homocysteine is 6.2, my C-reactive Protein (a measure of inflammation
in the body) is a very healthy 0.01, and all of my other indexes (for heart disease, diabetes, and
other conditions) are at ideal levels. 14

When I was 40, my biological age was around 38. Although I am now 56, a
comprehensive test of my biological aging (measuring various sensory sensitivities, lung
capacity, reaction times, memory, and related tests) conducted at Grossman's longevity clinic
measured my biological age at 40. 15 Although there is not yet a consensus on how to measure
biological age, my scores on these tests matched population norms for this age. So according to
this set of tests I have not aged very much in the last 16 years, which is confirmed by the many
blood tests I take, as well as the way I feel.

These results are not accidental; I have been very aggressive about reprogramming my
biochemistry. I take 250 supplements (pills) a day and receive a half-dozen intravenous therapies
each week (basically nutritional supplements delivered directly into my bloodstream, thereby
bypassing my GI tract). As a result, the metabolic reactions in my body are completely different
than they would otherwise be. .16 Approaching this as an engineer, I measure dozens of levels of
nutrients (such as vitamins, minerals, and fats), hormones, and metabolic by-products in my
blood and other body samples (such as hair and saliva). Overall, my levels are where I want them
to be, although I continually fine-tune my program based on the research that I conduct with
Grossman. 17 Although my program may seem extreme, it is actually conservative—and optimal
(based on my current knowledge). Grossman and I have extensively researched each of the
several hundred therapies that I use for safety and efficacy. I stay away from ideas that are
unproven or appear to be risky (the use of human-growth hormone, for example).

We consider the process of reversing and overcoming the dangerous progression of
disease as a war. As in any war it is important to mobilize all the means of intelligence and
weaponry that can be harnessed, throwing everything we have at the enemy. For this reason we
advocate that key dangers—such as heart disease, cancer, diabetes, stroke, and aging—be
attacked on multiple fronts. For example, our strategy for preventing heart disease is to adopt ten
different heart disease prevention therapies that attack each of the known risk factors.

By adopting such multipronged strategies for each disease process and each aging
process, even baby boomers like myself can remain in good health until the full blossoming of
the biotechnology revolution (which we call "bridge two"), which is already in its early stages
and will reach its peak in the second decade of this century.

Biotechnology will provide the means to actually change your genes: not just designer
babies will be feasible but designer baby boomers. We'll also be able to rejuvenate all of your
body's tissues and organs by transforming your skin cells into youthful versions of every other
cell type. Already, new drug development is precisely targeting key steps in the process of
atherosclerosis (the cause of heart disease), cancerous tumor formation, and the metabolic
processes underlying each major disease and aging process.

<h2>Can we really live forever? <tx>An energetic and insightful advocate of stopping
the aging process by changing the information processes underlying biology is Aubrey de Grey,
a scientist in the department of genetics at Cambridge University. De Grey uses the metaphor of
maintaining a house. How long does a house last? The answer obviously depends on how well
you take care of it. If you do nothing, the roof will spring a leak before long, water and the
elements will invade, and eventually the house will disintegrate. But if you proactively take care
of the structure, repair all damage, confront all dangers, and rebuild or renovate parts from time
to time using new materials and technologies, the life of the house can essentially be extended
without limit.



The same holds true for our bodies and brains. The only difference is that, while we fully
understand the methods underlying the maintenance of a house, we do not yet fully understand
all of the biological principles of life. But with our rapidly increasing comprehension of the
biochemical processes and pathways of biology, we are quickly gaining that knowledge. We are
beginning to understand aging, not as a single inexorable progression but as a group of related
processes. Strategies are emerging for fully reversing each of these aging progressions, using
different combinations of biotechnology techniques.

De Grey describes his goal as "engineered negligible senescence"—stopping the body
and brain from becoming more frail and disease-prone as it grows older.18 As he explains, "AU
the core knowledge needed to develop engineered negligible senescence is already in our
possession—it mainly just needs to be pieced together." 9 De Grey believes we'll demonstrate
"robustly rejuvenated" mice—mice that are functionally younger than before being treated and
with the life extension to prove it—within ten years, and he points out that this achievement will
have a dramatic effect on public opinion. Demonstrating that we can reverse the aging process in
an animal that shares 99 percent of our genes will profoundly challenge the common wisdom
that aging and death are inevitable. Once robust rejuvenation is confirmed in an animal, there
will be enormous competitive pressure to translate these results into human therapies, which
should appear five to ten years later.

The diverse field of biotechnology is fueled by our accelerating progress in reverse
engineering the information processes underlying biology and by a growing arsenal of tools that
can modify these processes. For example, drug discovery was once a matter of finding
substances that produced some beneficial result without excessive side effects. This process was
similar to early humans' tool discovery, which was limited to simply finding rocks and other
natural implements that could be used for helpful purposes. Today we are learning the precise
biochemical pathways that underlie both disease and aging processes and are able to design
drugs to carry out precise missions at the molecular level. The scope and scale of these efforts is
vast.

Another powerful approach is to start with biology's information backbone: the genome.
With recently developed gene technologies we're on the verge of being able to control how
genes express themselves. Gene expression is the process by which specific cellular components
(specifically RNA and the ribosomes) produce proteins according to a specific genetic blueprint.
While every human cell has the full complement of the body's genes, a specific cell, such as a
skin cell or a pancreatic Islet cell, gets its characteristics from only the small fraction of genetic
information relevant to that particular cell type.20 The therapeutic control of this process can take
place outside the cell nucleus, so it is easier to implement than therapies that require access
inside it.

Gene expression is controlled by peptides (molecules made up of sequences of up to 100
amino acids) and short RNA strands. We are now beginning to learn how these processes work.
Many new therapies now in development and testing are based on manipulating them to either
turn off the expression of disease-causing genes or to turn on desirable genes that may otherwise
not be expressed in a particular type of cell.

<h2>RNAi (RNA interference). <tx>A powerful new tool called RNA interference
(RNAi) is capable of turning off specific genes by blocking their mRNA, thus preventing them
from creating proteins. Since viral diseases, cancer, and many other diseases use gene expression
at some crucial point in their life cycle, this promises to be a breakthrough technology.
Researchers construct short, double-stranded DNA segments that match and lock onto portions
of the RNA that are transcribed from a targeted gene. With their ability to create proteins
blocked, the gene is effectively silenced. In many genetic diseases only one copy of a given gene



is defective. Since we get two copies of each gene, one from each parent, blocking the disease
causing gene leaves one healthy gene to make the necessary protein. If both genes are defective,
RNAi could silence them both, but then a healthy gene would have to be inserted.22

Cell Therapies. Another important line of attack is to regrow our own cells, tissues, and
even whole organs and introduce them into our bodies without surgery. One major benefit of this
"therapeutic cloning" technique is that we will be able to create these new tissues and organs
from versions of our cells that have also been made younger via the emerging field of
rejuvenation medicine. For example, we will be able to create new heart cells from skin cells and
introduce them into the system through the bloodstream. Over time, existing heart cells will be
replaced with these new cells, and the result will be a rejuvenated "young" heart manufactured
using a person's own DNA. I discuss this approach to regrowing our bodies below.

<h2>Gene chips. <tx>New therapies are only one way that the growing knowledge base
of gene expression will dramatically impact our health. Since the 1990s microarrays or chips no
larger than a dime have been used to study and compare expression patterns of thousands of
genes at a time.23 The possible applications of the technology are so varied and the technological
barriers have been reduced so greatly that huge databases are now devoted to the results from
"do-it-yourself gene watching." 24

Genetic profiling is now being used to:
<bl>

> Revolutionize the processes of drug screening and discovery. Microarrays can "not
only confirm the mechanism of action of a compound" but "discriminate between
compounds acting at different steps in the same metabolic pathway."25

> Improve cancer classifications. One study reported in Science demonstrated the
feasibility of classifying some leukemias "solely on gene expression monitoring." The
authors also pointed to a case in which expression profiling resulted in the correction of a
misdiagnosis.26

> Identify the genes, cells, and pathways involved in a process, such as aging or
tumorigenesis. For example, by correlating the presence of acute myeloblastic leukemia
and increased expression of certain genes involved with programmed cell death, a study
helped identify new therapeutic targets.27

> Determine the effectiveness of an innovative therapy. One study recently reported in
Bone looked at the effect of growth-hormone replacement on the expression of insulinlike
growth factors (IGFs) and bone metabolism markers.28

> Test the toxicity of compounds in food additives, cosmetics, and industrial products
quickly and without using animals. Such tests can show, for example, the degree to
which each gene has been turned on or off by a tested substance.29

<h2>Somatic gene therapy (gene therapy for nonreproductive cells). <tx>This is the
holy grail of bioengineering, which will enable us to effectively change genes inside the nucleus
by "infecting" it with new DNA, essentially creating new genes.30 The concept of controlling the
genetic makeup of humans is often associated with the idea of influencing new generations in the
form of "designer babies." But the real promise of gene therapy is to actually change our adult
genes.3 1 These can be designed to either block undesirable disease-encouraging genes or
introduce new ones that slow down and even reverse aging processes.

Animal studies that began in the 1970s and 1980s have been responsible for producing a
range of transgenic animals, such as cattle, chickens, rabbits, and sea urchins. The first attempts
at human gene therapy were undertaken in 1990. The challenge is to transfer therapeutic DNA
into target cells that will then be expressed at the right level and at the right time.



Consider the challenge involved in effecting a gene transfer. Viruses are often the vehicle
of choice. Long ago viruses learned how to deliver their genetic material to human cells and, as a
result, cause disease. Researchers now simply switch the material a virus unloads into cells by
removing its genes and inserting therapeutic ones. Although the approach itself is relatively easy,
the genes are too large to pass into many types of cells (such as brain cells). The process is also
limited in the length of DNA it can carry, and it may cause an immune response. And precisely
where the new DNA integrates into the cell's DNA has been a largely uncontrollable process. 2

Physical injection (microinjection) of DNA into cells is possible but prohibitively
expensive. Exciting advances have recently been made, however, in other means of transfer. For
example, liposomes—fatty spheres with a watery core—can be used as a "molecular Trojan
horse" to deliver genes to brain cells, thereby opening the door to treatment of disorders such as
Parkinson's and epilepsy.33 Electric pulses can also be employed to deliver a range of molecules
(including drug proteins, RNA, and DNA) to cells.34 Yet another option is to pack DNA into
ultratiny "nanoballs" for maximum impact.35

The major hurdle that must be overcome for gene therapy to be applied in humans is
proper positioning of a gene on a DNA strand and monitoring of the gene's expression. One
possible solution is to deliver an imaging reporter gene along with the therapeutic gene. The
image signals would allow for close supervision, of both placement and level of expression.

Even faced with these obstacles gene therapy is starting to work in human applications. A
team led by University of Glasgow research doctor Andrew H. Baker has successfully used
adenoviruses to "infect" specific organs and even specific regions within organs. For example,
the group was able to direct gene therapy precisely at the endothelial cells, which line the inside
of blood vessels. Another approach is being developed by Celera Genomics, a company founded
by Craig Venter (the head of the private effort to transcribe the human genome). Celera has
already demonstrated the ability to create synthetic viruses from genetic information and plans to
apply these biodesigned viruses to gene therapy.37

One of the companies I help to direct, United Therapeutics, has begun human trials of
delivering DNA into cells through the novel mechanism of autologous (the patient's own) stem
cells, which are captured from a few vials of their blood. DNA that directs the growth of new
pulmonary blood vessels are inserted into the stem cell genes, and the cells are reinjected into the
patient. When the genetically engineered stem cells reach the tiny pulmonary blood vessels near
the lung's alveoli, they begin to express growth factors for new blood vessels. In animal studies
this has safely reversed pulmonary hypertension, a fatal and presently incurable disease. Based
on the success and safety of these studies, the Canadian government gave permission for human
tests to commence in early 2005.

Reversing Degenerative Disease
Degenerative (progressive) diseases—heart disease, stroke, cancer, type 2 diabetes, liver

disease, and kidney disease—account for at least 90 percent of the deaths in our society. Our
understanding of the principal components of degenerative disease and human aging is growing
rapidly, and strategies have been identified to halt and even reverse each of these processes. In
Fantastic Voyage, Grossman and I describe a wide range of therapies now in the testing pipeline
that have already demonstrated significant results in attacking the key biochemical steps
underlying the progress of such diseases.

<h2>Combating heart disease. <tx>As one of many examples, exciting research is
being conducted with a synthetic form of HDL cholesterol called recombinant Apo-A-I Milano
(AAIM). In animal trials AAIM was responsible for a rapid and dramatic regression of
atherosclerotic plaque. 38 In a phase 1 FDA trial, which included forty-seven human subjects,



administering AAIM by intravenous infusion resulted in a significant reduction (an average 4.2
percent decrease) in plaque after just five weekly treatments. No other drug has ever shown the
ability to reduce atherosclerosis this quickly.39

Another exciting drug for reversing atherosclerosis now in phase 3 FDA trials is Pfizer's
Torcetrapib.40 This drug boosts levels of HDL by blocking an enzyme that normally breaks it
down. Pfizer is spending a record one billion dollars to test the drug and plans to combine it with
its bestselling "statin" (cholesterol-lowering) drug, Lipitor.

<h2>Overcoming cancer. <tx>Many strategies are being intensely pursued to overcome
cancer. Particularly promising are cancer vaccines designed to stimulate the immune system to
attack cancer cells. These vaccines could be used as a prophylaxis to prevent cancer, as a first-
line treatment, or to mop up cancer cells after other treatments.4 1

The first reported attempts to activate a patient's immune response were undertaken more
than one hundred years ago, with little success. More recent efforts focus on encouraging
dendritic cells, the sentinels of the immune system, to trigger a normal immune response. Many
forms of cancer have an opportunity to proliferate because they somehow do not trigger that
response. Dendritic cells play a key role because they roam the body, collecting foreign peptides
and cell fragments and delivering them to the lymph nodes, which in response produce an army
of T cells primed to eliminate the flagged peptides.

Some researchers are altering cancer-cell genes to attract T cells, with the assumption that
the stimulated T cells would then recognize other cancer cells they encounter.43 Others are
experimenting with vaccines for exposing the dendritic cells to antigens, unique proteins found
on the surfaces of cancer cells. One group used electrical pulses to fuse tumor and immune cells
to create an "individualized vaccine."44 One of the obstacles to developing effective vaccines is
that currently we have not yet identified many of the cancer antigens we need to develop potent
targeted vaccines.45

Blocking angiogenesis—the creation of new blood vessels—is another strategy. This
process uses drugs to discourage blood-vessel development, which an emergent cancer needs to
grow beyond a small size. Interest in angiogenesis has skyrocketed since 1997, when doctors at
the Dana Farber Cancer Center in Boston reported that repeated cycles of endostatin, an
angiogenesis inhibitor, had resulted in complete regression of tumors.46 There are now many
antiangiogenic drugs in clinical trials, including avastin and atrasentan.47

A key issue for cancer as well as for aging concerns telomere "beads," repeating
sequences of DNA found at the end of chromosomes. Each time a cell reproduces, one bead
drops off. Once a cell has reproduced to the point that all of its telomere beads have been
expended, that cell is no longer able to divide and will die. If we could reverse this process, cells
could survive indefinitely. Fortunately, recent research has found that only a single enzyme
(telomerase) is needed to achieve this.48 The tricky part is to administer telomerase in such a way
as not to cause cancer. Cancer cells possess a gene that produces telomerase, which effectively
enables them to become immortal by reproducing indefinitely. A key cancer-fighting strategy,
therefore, involves blocking the ability of cancer cells to generate telomerase. This may seem to
contradict the idea of extending the telomeres in normal cells to combat this source of aging, but
attacking the telomerase of the cancer cells in an emerging tumor could be done without
necessarily compromising an orderly telomere-extending therapy for normal cells. However, to
avoid complications, such therapies could be halted during a period of cancer therapy.

Reversing Aging
It is logical to assume that early in the evolution of our species (and precursors to our

species) survival would not have been aided-indeed, it would have been compromised-by



individuals living long past their child-rearing years. Recent research, however, supports the so-
called grandma hypothesis, which suggests a countereffect. University of Michigan
anthropologist Rachel Caspari and University of California at Riverside's San-Hee Lee found
evidence that the proportion of humans living to become grandparents (who in primitive
societies were often as young as thirty) increased steadily over the past two million years, with a
fivefold increase occurring in the Upper Paleolithic era (around thirty thousand years ago). This
research has been cited to support the hypothesis that the survival of human societies was aided
by grandmothers, who not only assisted in raising extended families but also passed on the
accumulated wisdom of elders. Such effects may be a reasonable interpretation of the data, but
the overall increase in longevity also reflects an ongoing trend towards longer life expectancy
that continues to this day. Likewise, only a modest number of grandmas (and a few grandpas)
would have been needed to account for the societal effects that proponents of this theory have
claimed, so the hypothesis does not appreciably challenge the conclusion that genes that
supported significant life extension were not selected for.

Aging is not a single process but involves a multiplicity of changes. De Grey describes
seven key aging processes that encourage senescence, and he has identified strategies for
reversing each one.

<h2>DNA mutations.49 <tx>Generally mutations to nuclear DNA (the DNA in the
chromosomes in the nucleus) result in a defective cell that's quickly eliminated or a cell that
simply doesn't function optimally. The type of mutation that is of primary concern (as it leads to
increased death rates) is one that affects orderly cellular reproduction, resulting in cancer. This
means that if we can cure cancer using the strategies described above, nuclear mutations should
largely be rendered harmless. De Grey's proposed strategy for cancer is preemptive: it involves
using gene therapy to remove from all our cells the genes that cancers need to turn on in order to
maintain their telomeres when they divide. This will cause any potential cancer tumors to wither
away before they grow large enough to cause harm. Strategies for deleting and suppressing genes
are already available and are being rapidly improved.

<h2>Toxic cells. <tx>Occasionally cells reach a state in which they're not cancerous, but
it would still be best for the body if they did not survive. Cell senescence is an example, as is
having too many fat cells. In these cases, it is easier to kill these cells than to attempt to revert
them to a healthy state. Methods are being developed to target "suicide genes" to such cells and
also to tag these cells in a way that directs the immune system to destroy them.

<h2>Mitochrondrial mutations. <tx>Another aging process is the accumulation of
mutations in the thirteen genes in the mitochondria, the energy factories for the cell.50 These few
genes are critical to the efficient functioning of our cells, and undergo mutation at a higher rate
than genes in the nucleus. Once we master somatic gene therapy, we could put multiple copies of
these genes in the cell nucleus, thereby providing redundancy (backup) for such vital genetic
information. The mechanism already exists in the cell to allow nucleus-encoded proteins to be
imported into the mitochondria, so it is not necessary for these proteins to be produced in the
mitochondria itself. In fact, most of the proteins needed for mitochondrial function are already
coded by the nuclear DNA. Researchers have already been successful in transferring
mitochondrial genes into the nucleus in cell cultures.

<h2>lntracellular aggregates. <tx>Toxms are produced both inside and outside cells.
De Grey describes strategies using somatic gene therapy to introduce new genes that will break
down what he calls "intracellular aggregates"—toxins within cells. Proteins have been identified
that can destroy virtually any toxin, using bacteria that can digest and destroy dangerous
materials ranging from TNT to dioxin.



A key strategy being pursued by various groups for combating toxic materials outside the
cell, including misformed proteins and amyloid plaque (seen in Alzheimer's Disease and other
degenerative conditions) , is to create vaccines that act against their constituent molecules. 5 1

Although this approach may result in the toxic material's being ingested by immune system
cells, we can then use the strategies for combating intracellular aggregates described above to
dispose of it.

<h2>Extracellular aggregates. <tx>AGEs (advanced glycation end-products) result
from undesirable cross-linking of useful molecules as a side effect of excess sugar. These cross¬
links interfere with the normal functioning of proteins and are key contributors to the aging
process. An experimental drug called ALT-71 1 (phenacyldimenthylthiazolium chloride) can
dissolve these cross-links without damaging the original tissue.52 Other molecules with this
capability have also been identified.

<h2>Cell loss and atrophy. <tx>Our body's tissues have the means to replace worn-out
cells, but this ability is limited in certain organs. For example, as we get older, the heart is unable
to replace its cells at a sufficient rate, so it compensates by making surviving cells bigger using
fibrous material. Over time this causes the heart to become less supple and responsive. A
primary strategy here is to deploy therapeutic cloning of our own cells, as described below.

Progress in combating all of these sources of aging is moving rapidly in animal models,
and translation into human therapies will follow. Evidence from the genome project indicates
that no more than a few hundred genes are involved in the aging process. By manipulating these
genes, radical life extension has already been achieved in simpler animals. For example, by
modifying genes in the C. elegans worm that control its insulin and sex-hormone levels, the
lifespan of the test animals was expanded sixfold, to the equivalent of a five-hundred-year
lifespan for a human. 53

A hybrid scenario involving both bio- and nanotechnology contemplates turning
biological cells into computers. These "enhanced intelligence" cells can then detect and destroy
cancer cells and pathogens or even regrow human body parts. Princeton biochemist Ron Weiss
has modified cells to incorporate a variety of logic functions that are used for basic
computation. 54 Boston University's Timothy Gardner has developed a cellular logic switch,
another basic building block for turning cells into computers. 55 Scientists at the MIT Media Lab
have developed ways to use wireless communication to send messages, including intricate
sequences of instructions, to the computers inside modified cells.56 Weiss points out that "once
you have the ability to program cells, you don't have to be constrained by what the cells know
how to do already. You can program them to do new things, in new patterns."

Human Cloning: The Least Interesting Application of Cloning Technology
<tx>One of the most powerful methods of applying life's machinery involves harnessing

biology's own reproductive mechanisms in the form of cloning. Cloning will be a key
technology —not for cloning actual humans but for life-extension purposes, in the form of
"therapeutic cloning." This process creates new tissues with "young" telomere-extended and
DNA-corrected cells to replace without surgery defective tissues or organs.

All responsible ethicists, including myself, consider human cloning at the present time to
be unethical. The reasons, however, for me have little to do with the slippery-slope issues of
manipulating human life. Rather, the technology today simply does not yet work reliably. The
current technique of fusing a cell nucleus from a donor to an egg cell using an electric spark
simply causes a high level of genetic errors. 57 This is the primary reason that most of the fetuses
created by this method do not make it to term. Even those that do make it have genetic defects.



Dolly the Sheep developed an obesity problem in adulthood, and the majority of cloned animals
produced thus far have had unpredictable health problems.58

Scientists have a number of ideas for perfecting cloning, including alternative ways of
fusing the nucleus and egg cell without use of a destructive electrical spark, but until the
technology is demonstrably safe, it would be unethical to create a human life with such a high
likelihood of severe health problems. There is no doubt that human cloning will occur, and occur
soon, driven by all the usual reasons, ranging from its publicity value to its utility as a very weak
form of immortality. The methods that are demonstrable in advanced animals will work quite
well in humans. Once the technology is perfected in terms of safety, the ethical barriers will be
feeble if they exist at all.

Cloning is a significant technology, but the cloning of humans is not its most noteworthy
usage. Let's first address its most valuable applications and then return to its most controversial
one.

<h2>Why is cloning important? <tx>The most immediate use for cloning is improved
breeding by offering the ability to directly reproduce an animal with a desirable set of genetic
traits. A powerful example is reproducing animals from transgenic embryos (embryos with
foreign genes) for pharmaceutical production. A case in point: a promising anticancer treatment
is an antiangiogenesis drug called aaATIII, which is produced in the milk of transgenic goats.59

<h2>Preserving endangered species and restoring extinct ones. <tx>Another exciting
application is re-creating animals from endangered species. By cryopreserving cells from these
species, they never need become extinct. It will eventually be possible to re-create animals from
recently extinct species. In 2001 scientists were able to synthesize DNA for the Tasmanian tiger,
which had then been extinct for sixty-five years, with the hope of bringing this species ba k to
life.60 As for long-extinct species (for example, dinosaurs), it is highly doubtful that we will find
the fully intact DNA required in a single preserved cell (as they did in the movie Jurassic Park).
It is likely, however, that we will eventually be able to synthesize the necessary DNA by
patching together the information derived from multiple inactive fragments.

<h2>Therapeutic cloning. <tx>Perhaps the most valuable emerging application is
therapeutic cloning of one's own organs. By starting with germ-line cells (inherited from the
eggs or sperm and passed on to offspring), genetic engineers can trigger differentiation into
diverse types of cells. Because differentiation takes place during the prefetal stage (that is, prior
to implantation of a fetus), most ethicists believe this process does not raise concerns, although
the issue has remained highly contentious.6 1

<h2>Human somatic-cell engineering. <tx>This even more promising approach, which
bypasses the controversy of using fetal stem cells entirely, is called transdifferentiation; it creates
new tissues with a patient's own DNA by converting one type of cell (such as a skin cell) into
another (such as a pancreatic Islet cell or a heart cell).62 Scientists from the United States and
Norway have recently been successful in reprogramming liver cells into becoming pancreas
cells. In another series of experiments, human skin cells were transformed to take on many of
the characteristics of immune-system cells and nerve cells.63

Consider the question, What is the difference between a skin cell and any other type of
cell in the body? After all, they all have the same DNA. As noted above, the differences are
found in protein signaling factors, which include short RNA fragments and peptides,which we
are now beginning to understand. 64 By manipulating these proteins, we can influence gene
expression and trick one type of cell into becoming another.

Perfecting this technology would not only defuse a sensitive ethical and political issue
but also offer an ideal solution from a scientific perspective. If you need pancreatic Islet cells or
kidney tissues—or a even whole new heart—to avoid autoimmune reactions, you would strongly



prefer to obtain these with your own DNA rather than the DNA from someone else's germ-line
cells. In addition, this approach uses plentiful skin cells (of the patient) rather than rare and
precious stem cells.

Transdifferentiation will directly grow an organ with your genetic makeup. Perhaps most
importantly, the new organ can have its telomeres fully extended to their original youthful
length, so that the new organ is effectively young again.65 We can also correct accumulated DNA
errors by selecting the appropriate skin cells (that is ones without DNA errors), prior to
transdifferentiation into other types of cells. Using this method an eighty-year-old man could
have his heart replaced with the same heart he had when he was, say, twenty-five.

Current treatments for type 1 diabetes require strong antirejection drugs that can have
dangerous side effects.66 With somatic-cell engineering, type 1 diabetics will be able to make
pancreatic Islet cells from their own cells, either from skin cells (transdifferentiation), or from
adult stem cells. They would be using their own DNA, and drawing upon a relatively
inexhaustible supply of cells, so no antirejection drugs would be required. (But to fully cure type
1 diabetes, we would also have to overcome the patient's autoimmune disorder, which causes his
body to destroy Islet cells.)

Even more exciting is the prospect of replacing one's organs and tissues with their
"young" replacements without surgery. Introducing cloned, telomere-extended, DNA-corrected
cells into an organ will allow them to integrate themselves with the older cells. By repeated
treatments of this kind over a period of time, the organ will end up being dominated by the
younger cells. We normally replace our own cells on a regular basis anyway, so why not do so
with youthful rejuvenated cells rather than telomere-shortened error-filled ones? There's no
reason why we couldn't repeat this process for every organ and tissue in our body, enabling us to
grow progressively younger.

<h2>Solving world hunger. <tx>Cloning technologies even offer a possible solution for
world hunger: creating meat and other protein sources in a factory without animals by cloning
animal muscle tissue. Benefits would include extremely low cost, avoidance of pesticides and
hormones that occur in natural meat, greatly reduced environmental impact (compared to factory
farming), improved nutritional profile, and no animal suffering. As with therapeutic cloning, we
would not be creating the entire animal but rather directly producing the desired animal parts or
flesh. Essentially, all of the meat—billions of pounds of it—would be derived from a single
animal.

There are other benefits to this process besides ending hunger. By creating meat in this
way, it becomes subject to the law of accelerating returns—the exponential improvements in
price-performance of information-based technologies over time—and will thus become
extremely inexpensive. Even though hunger in the world today is certainly exacerbated by
political issues and conflicts, meat could become so inexpensive that it would have a profound
effect on the affordability of food.

The advent of animal-less meat will also eliminate animal suffering. The economics of
factory farming place a very low priority on the comfort of animals, which are treated as cogs in
a machine. The meat produced in this manner, although normal in all other respects, would not
be part of an animal with a nervous system, which is generally regarded as a necessary element
for suffering to occur, at least in a biological animal. We could use the same approach to produce
such animal by-products as leather and fur. Other major advantages would be to eliminate the
enormous ecological and environmental damage created by factory farming as well as the risk of
prion-based diseases, such as mad-cow disease and its human counterpart, vCJD. 7

Human cloning revisited. This brings us again to human cloning. I predict that once the
technology is perfected, neither the acute dilemmas seen by ethicists nor the profound promise



heralded by enthusiasts will predominate. So what if we have genetic twins separated by one or
more generations? Cloning is likely to prove to be like other reproductive technologies that were
briefly controversial but rapidly accepted. Physical cloning is far different from mental cloning,
in which a person's entire personality, memory, skills, and history will ultimately be downloaded
into a different, and most likely more powerful, thinking medium. There's no issue of
philosophical identity with genetic cloning, since such clones would be different people, even
more so than conventional twins are today.

If we consider the full concept of cloning, from cell to organisms, its benefits have
enormous synergy with the other revolutions occurring in biology as well as in computer
technology. As we learn to understand the genome and proteome (the expression of the genome
into proteins) of both humans and animals, and as we develop powerful new means of harnessing
genetic information, cloning provides the means to replicate animals, organs, and cells. And that
has profound implications for health and well-being of both ourselves and our evolutionary
cousins in the animal kingdom.



<dia>Ne Ludd: If everyone can change their genes, then everyone will choose to be "perfect"
in every way, so there 'Il be no diversity and excelling will become meaningless.
Ray: Not exactly. Genes are obviously important, but our nature—skills, knowledge, memory,
personality —reflects the design information in our genes, as our bodies and brains self-organize
through our experience. This is also readily evident in our health. I personally have a genetic
disposition to type 2 diabetes, having been actually diagnosed with that disease more than
twenty years ago. But I don't have any indication of diabetes today because I've overcome this
genetic disposition as a result ofreprogramming my biochemistry through lifestyle choices such
as nutrition, exercise, and aggressive supplementation. With regard to our brains, we all have
various aptitudes, but our actual talents are afunction of what we Ve learned, developed, and
experienced. Our genes reflect dispositions only. We can see how this works in the development
of the brain. The genes describe certain rules and constraintsfor patterns of interneuronal
connections, but the actual connections we have as adults are the result of a self-organizing
process based on our learning. Thefinal result—who we are—is deeply influenced by both
nature (genes) and nurture (experience).

So when we gain the opportunity to change our genes as adults, we won 't wipe out the
influence of our earlier genes. Experiences prior to the gene therapy will have been translated
through the p retherapy genes, so one 's character andpersonality would still be shapedprimarily
by the original genes. For example, if someone added genes for musical aptitude to his brain
through gene therapy, he would not suddenly become a music genius.
Ned: Okay, I understand that designer baby boomers can 't get away completelyfrom their
predesigner genes, but with designer babies they'll have the genes and the time to express them.
Ray: The "designer baby" revolution is going to be a very slow one; it won 't be a significant
factor in this century. Other revolutions will overtake it. We won 't have the technologyfor
designer babies for another ten to twenty years. To the extent that it is used, it would be adopted
gradually, and then it will take those generations another twenty years to reach maturity. By that
time, we 're approaching the Singularity, with the real revolution being thepredominance of
nonbiological intelligence. That will gofar beyond the capabilities of any designer genes. The
idea of designer babies and baby boomers is just the reprogramming of the information
processes in biology. But it 's still biology, with all its profound limitations.
Ned: You 're missing something. Biological is what we are. I think most people would agree that
being biological is the quintessential attribute of being human.
Ray: That 's certainly true today.
Ned: And I plan to keep it that way.
Ray: Well, if you 're speaking for yourself, that 'sfine with me. But if you stay biological and
don 't reprogram your genes, you won 't be aroundfor very long to influence the debate.

<hl>Νanotechnology: The Intersection of Information and the Physical World

<epi>The role of the infinitely small is infinitely large.
<epis>—Louis Pasteur

<epi>But I am not afraid to consider the final question as to whether, ultimately, in the great
future, we can arrange the atoms the way we want; the very atoms, all the way down!

<epis>—Richard Feynman



<epi>Nanotechnology has the potential to enhance human performance, to bring sustainable
development for materials, water, energy, and food, to protect against unknown bacteria and
viruses, and even to diminish the reasons for breaking the peace [by creating universal
abundance].

<epis>—-National Science Foundation Nanotechnology Report

<tx>Nanotechnology promises the tools to rebuild the physical world—our bodies and
brains included—molecular fragment by molecular fragment, potentially atom by atom. We are
shrinking the key feature size of technology, in accordance with the law of accelerating returns,
at the exponential rate of approximately a factor of four per linear dimension per decade.68 At
this rate the key feature sizes for most electronic and many mechanical technologies will be in
the nanotechnology range—generally considered to be under one hundred nanometers—by the
2020s. (Electronics has already dipped below this threshold, although not yet in three-
dimensional structures and not yet self-assembling.) Meanwhile rapid progress has been made,
particularly in the last several years, in preparing the conceptual framework and design ideas for
the coming age of nanotechnology.

As important as the biotechnology revolution discussed above will be, once its methods
are fully mature, limits will be encountered in biology itself. Although biological systems are
remarkable in their cleverness, we have also discovered that they are dramatically suboptimal..
I've mentioned the extremely slow speed of communication in the brain, and as I discuss below,
robotic replacements for our red blood cells could be thousands of times more efficient than their
biological counterpart. 69 Biology will never be able to match what we will be capable of
engineering once we fully understand biology's principles of operation.

The revolution in nanotechnology, however, will ultimately enable us to redesign and
rebuild, molecule by molecule, our bodies and brains and the world with which we interact.
These two revolutions are overlapping, but the full realization of nanotechnology lags behind the
biotechnology revolution by about one decade.

Most nanotechnology historians date the conceptual birth of nanotechnology to physicist
Richard Feynman's seminal speech in 1959, "There's Plenty of Room at the Bottom," in which
he described the inevitability and profound implications of engineering machines at the level of
atoms:

<ext>The principles of physics, as far as I can see, do not speak against the possibility of
maneuvering things atom by atom. It would be, in principle, possible . . . for a physicist
to synthesize any chemical substance that the chemist writes down. . . . How? Put the
atoms down where the chemist says, and so you make the substance. The problems of
chemistry and biology can be greatly helped if our ability to see what we are doing, and
to do things on an atomic level, is ultimately developed —a development which I think
cannot be avoided.7 1

An even earlier conceptual foundation for nanotechnology was formulated by the
information theorist John von Neumann in the early 1950s with his model of a self-replicating
system based on a universal constructor, combined with a universal computer. In this proposal
the computer runs a program that directs the constructor, which in turn constructs a copy of both
the computer (including its self-replication program) and the constructor. At this level of
description von Neumann's proposal is quite abstract—the computer and constructor could be
made in a great variety of ways, as well as from diverse materials, and could even be a
theoretical mathematical construction. But he took the concept one step further and proposed a



"kinematic constructor": a robot with at least one manipulator (arm) that would build a replica of
itself from a "sea of parts" in its midst.73

It was left to Eric Drexler to found the modern field of nanotechnology, with a draft of
his landmark Ph.D. thesis in the mid-1980s, in which he essentially combined these two
intriguing suggestions. Drexler described a von Neumann kinematic constructor, which for its
sea of parts used atoms and molecular fragments, as suggested in Feynman's speech. Drexler's
vision cut across many disciplinary boundaries and was so far-reaching that no one was daring
enough to be his thesis adviser except for my own mentor, Marvin Minsky. Drexler's dissertation
(which became his book Engines of Creation in 1986 and was articulated technically in his 1992
book, Nanosystems) laid out the foundation of nanotechnology and provided the road map still
being followed today.74

Drexler's "molecular assembler" will be able to make almost anything in the world. It has
been referred to as a "universal assembler," but Drexler and other nanotechnology theorists do
not use the word universal because the products of such a system necessarily have to be subject
to the laws of physics and chemistry, so only atomically stable structures would be viable.
Furthermore, any specific assembler would be restricted to building products from its sea of
parts, although the feasibility of using individual atoms has been shown. Nevertheless, such an
assembler could make just about any physical device we would want, including highly efficient
computers, and subsystems for other assemblers.

Although Drexler did not provide a detailed design for an assembler—such a design has
still not been fully specified—his thesis did provide extensive feasibility arguments for each of
the principal components of a molecular assembler, which include the following subsystems:

<bl>
The computer: to provide the intelligence to control the assembly process. As with all of
the device's subsystems, the computer needs to be small and simple. As I described in
chapter 3, Drexler provides an intriguing conceptual description of a mechanical
computer with molecular "locks" instead of transistor gates. Each lock would require
only sixteen cubic nanometers of space and could switch ten billion times per second.
This proposal remains more competitive than any known electronic technology, although
electronic computers built from three-dimensional arrays of carbon nanotubes appear to
provide even higher densities of computation (that is, calculations per second per gram).75

The instruction architecture: Drexler and his colleague Ralph Merkle have proposed a
SIMD (single instruction multiple data) architecture in which a single data store would
record the instructions and transmit them to trillions of molecular-sized assemblers (each
with its own simple computer) simultaneously. I discussed some of the limitations of the
SIMD architecture in chapter 3, but this design (which is easier to implement than the
more flexible multiple-instruction multiple-data approach) is sufficient for the computer
in a universal nanotechnology assembler. With this approach each assembler would not
have to store the entire program for creating the desired product. A "broadcast"
architecture also addresses a key safety concern: the self-replication process could be shut
down, if it got out of control, by terminating the centralized source of the replication
instructions.

However, as Drexler points out, a nanoscale assembler does not necessarily have
to be self-replicating. 76 Given the inherent dangers in self-replication, the ethical
standards proposed by the Foresight Institute (a think tank founded by Eric Drexler and
Christine Peterson) contain prohibitions against unrestricted self-replication, especially in
a natural environment. As I will discuss in chapter 8, this approach should be reasonably



effective against inadvertent dangers, although it could be circumvented by a determined
and knowledgeable adversary.
Instfuction transmission: Transmission of the instructions from the centralized data store
to each of the many assemblers would be accomplished electronically if the computer is
electronic or through mechanical vibrations if Drexler's concept of a mechanical
computer were used.

> The construction robot: The constructor would be a simple molecular robot with a single
arm, similar to von Neumann's kinematic constructor but on a tiny scale. There are
already examples of experimental molecular scale systems that can act as motors and
robot legs, as I discuss below.
The robot arm tip: Drexler's Nanosystems provided a number of feasible chemistries for
the tip of the robot arm to make it capable of grasping (using appropriate atomic-force
fields) a molecular fragment, or even a single atom, and then depositing it in a desired
location. In the chemical-vapor deposition process used to construct artificial diamonds,
individual carbon atoms, as well as molecular fragments, are moved to other locations
through chemical reactions at the tip. Building artificial diamonds is a chaotic process
involving trillions of atoms, but conceptual proposals by Robert Freitas and Ralph
Merkle contemplate robot arm tips that can remove hydrogen atoms from a source
material and deposit them at desired locations in the construction of a molecular machine.
In this proposal, the tiny machines are built out of a diamondoid material. In addition to
having great strength, the material can be doped with impurities in a precise fashion to
create electronic components such as transistors. Simulations have shown that such
molecular scale gears, levers, motors, and other mechanical systems would operate
properly as intended.77 More recently attention has been focused on carbon nanotubes,
comprising hexagonal arrays of carbon atoms assembled in three dimensions, which are
also capable of providing both mechanical and electronic functions at the molecular level.
I provide examples below of molecular scale machines that have already been built.
The assembler's internal environment needs to prevent environmental impurities from
interfering with the delicate assembly process. Drexler's proposal is to maintain a near
vacuum and build the assembler walls out of the same diamondoid material that the
assembler itself is capable of making.

> The energy required for the assembly process can be provided either through electricity
or through chemical energy. Drexler proposed a chemical process with the fuel interlaced
with the raw building material. More recent proposals use nanoengineered fuel cells
incorporating hydrogen and oxygen or glucose and oxygen, or acoustic power at
ultrasonic frequencies.78

<tx>Although many configurations have been proposed, the typical assembler has been
described as a tabletop unit that can manufacture almost any physically possible product for
which we have a software description, ranging from computers, clothes, and works of art to
cooked meals.79 Larger products, such as furniture, cars, or even houses, can be built in a
modular fashion or using larger assemblers. Of particular importance is the fact that an assembler
can create copies of itself, unless its design specifically prohibits this (to avoid potentially
dangerous self-replication). The incremental cost of creating any physical product, including the
assemblers themselves, would be pennies per pound—basically the cost of the raw materials.
Drexler estimates total manufacturing cost for a molecular-manufacturing process in the range of
four cents to twenty cents per kilogram, regardless of whether the manufactured product were
clothing, massively parallel supercomputers, or additional manufacturing systems.80



The real cost, of course, would be the value of the information describing each type of
product—that is, the software that controls the assembly process. In other words, the value of
everything in the world, including physical objects, would be based essentially on information.
We are not that far from this situation today, since the information content of products is rapidly
increasing, gradually approaching an asymptote of 100 percent of their value.

The design of the software controlling molecular manufacturing systems would itselfbe
extensively automated, much as chip design is today. Chip designers don't specify the location of
each of the billions of wires and components but rather the specific functions and features, which
computer-aided design (CAD) systems translate into actual chip layouts. Similarly, CAD
systems would produce the molecular-manufacturing control software from high-level
specifications. This would include the ability to reverse engineer a product by scanning it in three
dimensions and then generating the software needed to replicate its overall capabilities.

In operation, the centralized data store would send out commands simultaneously to
many trillions (some estimates as high as 10 18) of robots in an assembler, each receiving the
same instruction at the same time. The assembler would create these molecular robots by starting
with a small number and then using these robots to create additional ones in an iterative fashion,
until the requisite number had been created. Each robot would have a local data storage that
specifies the type of mechanism it's building. This storage would be used to mask the global
instructions being sent from the centralized data store so that certain instructions are blocked and
local parameters are filled in. In this way, even though all of the assemblers are receiving the
same sequence of instructions, there is a level of customization to the part being built by each
molecular robot. This process is analogous to gene expression in biological systems. Although
every cell has every gene, only those genes relevant to a particular cell type are expressed. Each
robot extracts the raw materials and fuel it needs, which include individual carbon atoms and
molecular fragments, from the source material.

The Biological Assembler
<epi>Nature shows that molecules can serve as machines because living things work by means
of such machinery. Enzymes are molecular machines that make, break, and rearrange the bonds
holding other molecules together. Muscles are driven by molecular machines that haul fibers past
one another. DNA serves as a data-storage system, transmitting digital instructions to molecular
machines, the ribosomes, that manufacture protein molecules. And these protein molecules, in
turn, make up most of the molecular machinery.

<epis>—Eric Drexler

The ultimate existence proof of the feasibility of a molecular assembler is life itself.
Indeed, as we deepen our understanding of the information basis of life processes, we are
discovering specific ideas that are applicable to the design requirements of a generalized
molecular assembler. For example, proposals have been made to use a molecular energy source
of glucose and ATP, similar to that used by biological cells.

Consider how biology solves each of the design challenges of a Drexler assembler. The
ribosome represents both the computer and the construction robot. Life does not use centralized
data storage but provides the entire code to every cell. The ability to restrict the local data storage
of a nanoengineered robot to only a small part of the assembly code (using the "broadcast"
architecture), particularly when doing self-replication, is one critical way nanotechnology can be
engineered to be safer than biology.

Life's local data storage is, of course, the DNA strands, broken into specific genes on the
chromosomes. The task of instruction masking (blocking genes that do not contribute to a



particular cell type) is controlled by the short RNA molecules and peptides that govern gene
expression. The internal environment in which the ribosome is able to function is the particular
chemical environment maintained inside the cell, which includes a particular acid-alkaline
equilibrium (pH around 7 in human cells) and other chemical balances. The cell membrane is
responsible for protecting this internal environment from disturbance.

<h2>Upgrading the cell nucleus with a nanocomputer and nanobot. <tx>Here's a
conceptually simple proposal to overcome all biological pathogens except for prions (self-
replicating pathological proteins). With the advent of full-scale nanotechnology in the 2020s we
will have the potential to replace biology's genetic-information repository in the cell nucleus
with a nanoengineered system that would maintain the genetic code and simulate the actions of
RNA, the ribosome, and other elements of the computer in biology's assembler. A nanocomputer
would maintain the genetic code and implement the gene-expression algorithms. A nanobot
would then construct the amino-acid sequences for the expressed genes.

There would be significant benefits in adopting such a mechanism. We could eliminate
the accumulation of DNA transcription errors, one major source of the aging process. We could
introduce DNA changes to essentially reprogram our genes (something we'll be able to do long
before this scenario, using gene-therapy techniques). We would also be able to defeat biological
pathogens (bacteria, viruses, and cancer cells) by blocking any unwanted replication of genetic
information.

Nanobot-based nucleus

of

Nano computer with gene
expression program and storage
of optimized genetic code

With such a nanoengineered system the recommended broadcast architecture would
enable us to turn off unwanted replication, thereby defeating cancer, autoimmune reactions, and
other disease processes. Although most of these disease processes will have already been
vanquished by the biotechnology methods described in the previous section, reengineering the
computer of life using nanotechnology could eliminate any remaining obstacles and create a
level of durability and flexibility that goes beyond the inherent capabilities of biology.

The robot arm tip would use the ribosome' s ability to implement enzymatic reactions to
break off an individual amino acid, each of which is bound to a specific tRNA, and to connect it
to its adjoining amino acid using a peptide bond. Thus, such a system could utilize portions of
the ribosome itself, since this biological machine is capable of constructing the requisite string of
amino acids.



However, the goal of molecular manufacturing is not merely to replicate the molecular-
assembly capabilities of biology. Biological systems are limited to building systems from
protein, which has profound limitations in strength and speed. Although biological proteins are
three-dimensional, biology is restricted to that class of chemicals that can be folded from a one-
dimensional string of amino acids. Nanobots built from diamondoid gears and rotors can also be
thousands of times faster and stronger than biological cells.

The comparison is even more dramatic with regard to computation: the switching speed
of nanotube-based computation would be millions of times faster than the extremely slow
transaction speed of the electrochemical switching used in mammalian interneuronal
connections.

The concept of a diamondoid assembler described above uses a consistent input material
(for construction and fuel), which represents one of several protections against molecule-scale
replication of robots in an uncontrolled fashion in the outside world. Biology's replication robot,
the ribosome, also requires carefully controlled source and fuel materials, which are provided by
our digestive system. As nanobased replicators become more sophisticated, more capable of
extracting carbon atoms and carbon-based molecular fragments from less well-controlled source
materials, and able to operate outside of controlled replicator enclosures such as in the biological
world, they will have the potential to present a grave threat to that world. This is particularly true
in view of the vastly greater strength and speed of nanobased replicators over any biological
system. That ability is, of course, the source of great controversy, which I discuss in chapter 8.

In the decade since publication of Drexler's Nanosystems, each aspect of Drexler's
conceptual designs has been validated through additional design proposals,8 1 supercomputer
simulations, and, most important, actual construction of related molecular machines. Boston
College chemistry professor T. Ross Kelly reported that he constructed a chemically powered
nanomotor out of seventy-eight atoms.82 A biomolecular research group headed by Carlo
Montemagno created an ATP-fueled nanomotor.83 Another molecule-sized motor fueled by solar
energy was created out of fifty-eight atoms by Ben Feringa at the University of Groningen in the
Netherlands.84 Similar progress has been made on other molecular-scale mechanical components
such as gears, rotors, and levers. Systems demonstrating the use of chemical energy and acoustic
energy (as originally described by Drexler) have been designed, simulated, and actually
constructed. Substantial progress has also been made in developing various types of electronic
components from molecule-scale devices, particularly in the area of carbon nanotubes, an area
that Richard Smalley has pioneered.

Nanotubes are also proving to be very versatile as a structural component. A conveyor
belt constructed out of nanotubes was demonstrated recently by scientists at Lawrence Berkeley
National Laboratory.85 The nanoscale conveyor belt was used to transport tiny indium particles
from one location to another, although the technique could be adapted to move a variety of
molecule-size objects. By controlling an electrical current applied to the device, the direction and
velocity of movement can be modulated. "It's the equivalent of turning a knob . . . and taking
macroscale control of nanoscale mass transport," said Chris Regan, one of the designers. "And
it's reversible: we can change the current's polarity and drive the indium back to its original
position." The ability to rapidly shuttle molecule-size building blocks to precise locations is a
key step toward building molecular assembly lines.

A study conducted for NASA by General Dynamics has demonstrated the feasibility of
self-replicating nanoscale machines.86 Using computer simulations, the researchers showed that
molecularly precise robots called kinematic cellular automata, built from reconfigurable
molecular modules, were capable of reproducing themselves. The designs also used the
broadcast architecture, which established the feasibility of this safer form of self-replication.



DNA is proving to be as versatile as nanotubes for building molecular structures. DNA's
proclivity to link up with itself makes it a useful structural component. Future designs may
combine this attribute as well as its capacity for storing information. Both nanotubes and DNA
have outstanding properties for information storage and logical control, as well as building
strong three-dimensional structures.

A research team at Ludwig Maximilians University in Munich has built a "DNA hand"
that can select one of several proteins, bind to it, and then release it upon command.87 Important
steps in creating a DNA assembler mechanism akin to the ribosome was demonstrated recently
by nanotechnology researchers Shiping Liao and Nadrian Seeman.88 Grasping and letting go of
molecular objects in a controlled manner is another important enabling capability for molecular
nanotechnology assembly.

Scientists at the Scripps Research Institute demonstrated the ability to create DNA
building blocks by generating many copies of a 1,669-nucleotide strand of DNA that had
carefully placed self-complementary regions.89 The strands self-assembled spontaneously into
rigid octahedrons, which could be used as blocks for elaborate three-dimensional structures.
Another application of this process could be to employ the octahedrons as compartments to
deliver proteins, which Gerald F. Joyce, one of the Scripps researchers, called a "virus in
reverse." Viruses, which are also self-assembling, usually have outer shells of protein with DNA
(or RNA) on the inside. "With this," Joyce points out, "you could in principle have DNA on the
outside and proteins on the inside."

A particularly impressive demonstration of a nanoscale device constructed from DNA is
a tiny biped robot that can walk on legs that are ten nanometers long.90 Both the legs and the
walking track are built from DNA, again chosen for the molecule's ability to attach and detach
itself in a controlled manner. The nanorobot, a project of chemistry professors Nadrian Seeman
and William Sherman of New York University, walks by detaching its legs from the track,
moving down it, and then reattaching the legs to the track. The project is another impressive
demonstration of the ability of nanoscale machines to execute precise maneuvers.

An alternate method of designing nanobots is to learn from nature. Nanotechnologist
Michael Simpson of Oak Ridge National Laboratory describes the possibility of exploiting
bacteria "as ready-made machine[s]." Bacteria, which are natural nanobot-size objects, are able
to move, swim, and pump liquids.9 1 Linda Turner, a scientist at the Rowland Institute at Harvard,
has focused on their thread-size arms, called fimbriae, which are able to perform a wide variety
of tasks, including carrying other nanoscale objects and mixing fluids. Another approach is to
use only parts of bacteria. A research group headed by Viola Vogel at the University of
Washington built a system using just the limbs of E. coli bacteria that was able to sort out
nanoscale beads of different sizes. Since bacteria are natural nanoscale systems that can perform
a wide variety of functions, the ultimate goal of this research will be to reverse engineer the
bacteria so that the same design principles can be applied to our own nanobot designs.

Fat and Sticky Fingers
<tx>In the wake of the rapidly expanding development of each facet of future

nanotechnology systems, no serious flaw in Drexler's nano assembler concept has been
described. A highly publicized objection in 2001 by Nobelist Richard Smalley in Scientific
American was based on a distorted description of the Drexler proposal;92 it ignored the extensive
body of work that has been carried out in the past decade. As a pioneer of carbon nanotubes
Smalley has been enthusiastic about a variety of applications of nanotechnology, having written
that "nanotechnology holds the answer, to the extent there are answers, to most of our pressing



material needs in energy, health, communication, transportation, food, water," but he remains
skeptical about molecular nanotechnology assembly.

Smalley describes Drexler's assembler as consisting of five to ten "fingers" (manipulator
arms) to hold, move, and place each atom in the machine being constructed. He then goes on to
point out that there isn't room for so many fingers in the cramped space in which a molecular
assembly nanorobot has to work (which he calls the "fat fingers" problem) and that these fingers
would have difficulty letting go of their atomic cargo because of molecular attraction forces (the
"sticky fingers" problem). Smalley also points out that an "intricate three-dimensional waltz . . .
is carried out" by five to fifteen atoms in a typical chemical reaction.

In fact, Drexler's proposal doesn't look anything like the straw-man description that
Smalley criticizes. Drexler's proposal, and most of those that have followed, uses a single
"finger." Moreover, there have been extensive description and analyses of viable tip chemistries
that do not involve grasping and placing atoms as if they were mechanical pieces to be deposited
in place. In addition to the examples I provided above (for example, the DNA hand), the
feasibility of moving hydrogen atoms using Drexler's "propynyl hydrogen abstraction" tip has
been extensively confirmed in the intervening years.93 The ability of the scanning-probe
microscope (SPM), developed at IBM in 1981 and the more sophisticated atomic-force
microscope (AFM) to place individual atoms through specific reactions of a tip with a molecular-
scale structure provide additional proof of the concept. Recently, scientists at Osaka University
used an AFM to move individual nonconductive atoms using a mechanical rather than electrical
technique. 94 The ability to move both conductive and nonconductive atoms and molecules will
be needed for future molecular nanotechnology. 95

Indeed, if Smalley's critique were valid, none of us would be here to discuss it, because
life itself would be impossible, given that biology's assembler does exactly what Smalley says is
impossible.

Smalley also objects that, despite "working furiously, . . . generating even a tiny amount
of a product would take [a nanobot] . . . millions of years." Smalley is correct, of course, that an
assembler with only one nanobot wouldn't produce any appreciable quantities of a product.
However, the basic concept of nanotechnology is that we will use trillions of nanobots to
accomplish meaningful results—a factor that is also the source of the safety concerns that have
received so much attention. Creating this many nanobots at reasonable cost will require self-
replication at some level, which while solving the economic issue will introduce potentially
grave dangers, a concern I will address in chapter 8. Biology uses the same solution to create
organisms with trillions of cells, and indeed we find that virtually all diseases derive from
biology's self-replication process gone awry.

Earlier challenges to the concepts underlying nanotechnology have also been effectively
addressed. Critics pointed out that nanobots would be subject to bombardment by thermal
vibration of nuclei, atoms, and molecules. This is one reason conceptual designers of
nanotechnology have emphasized building structural components from diamondoid or carbon
nanotubes. Increasing the strength or stiffness of a system reduces its susceptibility to thermal
effects. Analysis of these designs has shown them to be thousands of times more stable in the
presence of thermal effects than are biological systems, so they can operate in a far wider
temperature range. 96

Similar challenges were made regarding positional uncertainty from quantum effects,
based on the extremely small feature size of nanoengineered devices. Quantum effects are
significant for an electron, but a single carbon-atom nucleus is more than twenty thousand times
more massive than an electron. A nanobot will be constructed from millions to billions of carbon
and other atoms, making it up to trillions of times more massive than an electron. Plugging this



ratio in the fundamental equation for quantum positional uncertainty shows it to be an
insignificant factor.97

Power has represented another challenge. Proposals involving glucose-oxygen fuel cells
have held up well in feasibility studies by Freitas and others.98 An advantage of the glucose-
oxygen approach is that nanomedicine applications can harness the glucose, oxygen, and ATP
resources already provided by the human digestive system. A nanoscale motor was recently
created using propellers made of nickel and powered by an ATP-based enzyme." However,
recent progress in implementing MEMS-scale and even nanoscale hydrogen-oxygen fuel cells
has provided an alternative approach, which I report on below.

The Debate Heats Up
<tx>In April 2003 Drexler challenged Smalley's Scientific American article with an open

letter.100 Citing twenty years of research by himself and others, the letter responded specifically
to Smalley's fat- and sticky-fingers objections. As I discussed above, molecular assemblers were
never described as having fingers at all but rather relying on precise positioning of reactive
molecules. Drexler cited biological enzymes and ribosomes as examples of precise molecular
assembly in the natural world. Drexler closed by quoting Smalley's own observation, "When a
scientist says something is possible, they're probably underestimating how long it will take. But
if they say it's impossible, they're probably wrong."

Three more rounds of this debate occurred in 2003. Smalley responded to Drexler' s open
letter by backing off of his fat- and sticky-fingers objections and acknowledging that enzymes
and ribosomes do indeed engage in the precise molecular assembly that Smalley had earlier
indicated was impossible. Smalley then argued that biological enzymes work only in water and
that such water-based chemistry is limited to biological structures such as "wood, flesh and
bone." As Drexler has stated, this, too, is erroneous. 101 Many enzymes, even those that ordinarily
work in water, can also function in anhydrous organic solvents, and some enzymes can operate
on substrates in the vapor phase, with no liquid at all.102

Smalley goes on to state (without any derivation or citations) that enzymatic-like
reactions can take place only with biological enzymes and in chemical reactions involving water.
This is also mistaken. MIT Professor of Chemistry and Biological Engineering Alexander
Klibanov demonstrated such nonaqueous (not involving water) enzyme catalysis in 1984.
Klibanov writes in 1993 "clearly [Smalley's] statements about nonaqueous enzyme catalysis are
incorrect. There have been hundreds and perhaps thousands of papers published about
nonaqueous enzyme catalysis since our first paper was published 20 years ago." 3

It's easy to see why biological evolution adopted water-based chemistry. Water is a very
abundant substance on our planet, and comprises 70 to 90 percent of our bodies, our food, and
indeed of all organic matter. These three-dimensional electrical properties of water are quite
powerful and can break apart the strong chemical bonds of other compounds. Water is
considered "the universal solvent," and because it is involved in most of the biochemical
pathways in our bodies we can regard the chemistry of life on our planet primarily as water
chemistry. However, the primary thrust of our technology has been to develop systems that are
not limited to the restrictions of biological evolution, which exclusively adopted water-based
chemistry and proteins as its foundation. Biological systems can fly, but if you want to fly at
thirty thousand feet and at hundreds or thousands of miles per hour, you would use our modern
technology, not proteins. Biological systems such as human brains can remember things and do
calculations, but if you want to do data mining on billions of items of information, you would
want to use electronic technology, not unassisted human brains.



Smalley is ignoring the past decade of research on alternative means of positioning
molecular fragments using precisely guided molecular reactions. Precisely controlled synthesis
of diamondoid material has been extensively studied, including the ability to remove a single
hydrogen atom from a hydrogenated diamond surface104 and the ability to add one or more
carbon atoms to a diamond surface. 105 Related research supporting the feasibility of hydrogen
abstraction and precisely guided diamondoid synthesis has been conducted at the Materials and
Process Simulation Center at CaI Tech; the department of materials science and engineering at
North Carolina State University; the Institute for Molecular Manufacturing at the University of
Kentucky; the U.S. Naval Academy; and the Xerox Palo Alto Research Center.106

Smalley is also ignoring the well-established SPM mentioned above, which uses
precisely controlled molecular reactions. Building on these concepts, Ralph Merkle has
described possible tip reactions that could involve up to four reactants.107 There is an extensive
literature on site-specific reactions that have the potential to be precisely guided and thus could
be feasible for the tip chemistry in a molecular assembler.108 Smalley overlooks this body of
literature when he maintains that only biological enzymes in water can perform this type of
reaction. Recently, many tools that go beyond SPMs are emerging that can reliably manipulate
atoms and molecular fragments.

On September 3, 2003, Drexler responded to Smalley's response to his initial letter by
alluding once again to the extensive body of literature that Smalley ignores. 109 He cited the
analogy to a modern factory, only at a nanoscale. He cited analyses of transition-state theory
indicating that positional control would be feasible at megahertz frequencies for appropriately
selected reactants.

Smalley again responded with a letter that is short on specifics and science and long on
imprecise metaphors. 110 He writes, for example, that "much like you can't make a boy and a girl
fall in love with each other simply by pushing them together, you cannot make precise chemistry
occur as desired between two molecular objects with simple mechanical motion. . . . [It] cannot
be done simply by mushing two molecular objects together." He again acknowledges that
en ymes do in fact accomplish this but refuses to accept that such reactions could take place
outside of a biologylike system: "This is why I led you . . . to talk about real chemistry with real
enzymes. . . . [A]ny such system will need a liquid medium. For the enzymes we know about,
that liquid will have to be water, and the types of things that can be synthesized with water
around cannot be much broader than meat and bone of biology."

I can understand Drexler' s frustration in this debate because I have had many critics that
do not bother to read or understand the data and arguments that I have presented for my own
conceptions of future technologies. Smalley's argument is of the form, "We don't have X today,
therefore X is impossible." We encounter this class of argument repeatedly in the area of
artificial intelligence. Critics will cite the limitations of today's systems as proof that such
limitations are inherent and can never be overcome. For example, such critics disregard the
extensive list of contemporary examples of AI (see the next section) that represent commercially
available working systems that were only research programs a decade ago.

Those of us who attempt to project into the future based on well-grounded methodologies
are at a disadvantage. Certain future realities may be inevitable, but they are not yet manifest, so
they are easy to deny. A small body of thought at the beginning of the twentieth century insisted
that heavier-than-air flight was feasible, but mainstream skeptics could simply point out that if it
was so feasible, why had it never been demonstrated?

Smalley reveals at least part of his motives at the end of his most recent letter, when he
writes:



<ext>A few weeks ago I gave a talk on nanotechnology and energy titled "Be a
Scientist, Save the World" to about 700 middle and high school students in the
Spring Branch ISD, a large public school system here in the Houston area. .
Leading up to my visit the students were asked to write an essay on "why I am a
Nanogeek". Hundreds responded, and I had the privilege of reading the top 30
essays, picking my favorite top 5. Of the essays I read, nearly half assumed that
self-replicating nanobots were possible, and most were deeply worried about what
would happen in their future as these nanobots spread around the world. I did
what I could to allay their fears, but there is no question that many of these
youngsters have been told a bedtime story that is deeply troubling.

You and people around you have scared our children.

<tx>I would point out to Smalley that earlier critics also expressed skepticism that either
worldwide communication networks or software viruses that would spread across them were
feasible. Today, we have both the benefits and the vulnerabilities from these capabilities.
However, along with the danger of software viruses has emerged a technological immune
system.. We are obtaining far more gain than harm from this latest example of intertwined
promise and peril.

Smalley's approach to reassuring the public about the potential abuse of this future
technology is not the right strategy. By denying the feasibility of nanotechnology based
assembly, he is also denying its potential. Denying both the promise and the peril of molecular
assembly will ultimately backfire and will fail to guide research in the needed constructive
direction. By the 2020s molecular assembly will provide tools to effectively combat poverty,
clean up our environment, overcome disease, extend human longevity, and many other
worthwhile pursuits. Like every other technology that humankind has created, it can also be used
to amplify and enable our destructive side. It's important that we approach this technology in a
knowledgeable manner to gain the profound benefits it promises, while avoiding its dangers.

Early Adopters
Although Drexler's concept of nanotechnology dealt primarily with precise molecular

control of manufacturing, it has expanded to include any technology in which key features are
measured by a modest number (generally less than one hundred) of nanometers. Just as
contemporary electronics has already quietly slipped into this realm the area of biological and
medical applications has already entered the era of nanoparticles, in which nanoscale objects are
being developed to create more effective tests and treatments. Although nanoparticles are created
using statistical manufacturing methods rather than assemblers, they nonetheless rely on their
atomic-scale properties for their effects. For example, nanoparticles are being employed in
experimental biological tests as tags and labels to greatly enhance sensitivity in detecting
substances such as proteins. Magnetic nanotags, for example, can be used to bind with
antibodies, which can then be read using magnetic probes while still inside the body. Successful
experiments have been conducted with gold nanoparticles that are bound to DNA segments and
can rapidly test for specific DNA sequences in a sample. Small nanoscale beads called quantum
dots can be programmed with specific codes combining multiple colors, similar to a color bar
code, which can facilitate tracking of substances through the body.

Emerging microfluidic devices, which incorporate nanoscale channels, can run hundreds
of tests simultaneously on tiny samples of a given substance. These devices will allow extensive
tests to be conducted on nearly invisible samples of blood, for example.



Nanoscale scaffolds have been used to grow biological tissues such as skin. Future
therapies could use these tiny scaffolds to grow any type of tissue needed for repairs inside the
body.

A particularly exciting application is to harness nanoparticles to deliver treatments to
specific sites in the body. Nanoparticles can guide drugs into cell walls and through the blood-
brain barrier. Scientists at McGiIl University in Montreal demonstrated a nanopill with structures
in the 25- to 45-nanometer range. 111 The nanopill is small enough to pass through the cell wall
and delivers medications directly to targeted structures inside the cell.

Japanese scientists have created nanocages of 110 amino-acid molecules, each holding
drug molecules. Adhered to the surface of each nanocage is a peptide that binds to target sites in
the human body. In one experiment scientists used a peptide that binds to a specific receptor on
human liver cells. 112

MicroCHIPS of Bedford, Massachusetts, has developed a computerized device that is
implanted under the skin and delivers precise mixtures of medicines from hundreds of nanoscale
wells inside the device.113 Future versions of the device are expected to be able to measure blood
levels of substances such as glucose. The system could be used as an artificial pancreas,
releasing precise amounts of insulin based on blood glucose response. It would also be capable
of simulating any other hormone-producing organ. If trials go smoothly, the system could be on
the market by 2008.

Another innovative proposal is to guide gold nanoparticles to a tumor site, then heat them
with infrared beams to destroy the cancer cells. Nanoscale packages can be designed to contain
drugs, protect them through the GI tract, guide them to specific locations, and then release them
in sophisticated ways, including allowing them to receive instructions from outside the body.
Nanotherapeutics in Alachua, Florida, has developed a biodegradable polymer only several
nanometers thick that uses this approach. ' 14

Powering the Singularity
<tx>We produce about 14 trillion (about 1013) watts of power today in the world.. Of this

energy about 33 percent comes from oil, 25 percent from coal, 20 percent from gas, 7 percent
from nuclear fission reactors, 15 percent from biomass and hydroelectric sources, and only 0.5
percent from renewable solar, wind, and geothermal technologies. 115 Most air pollution and
significant contributions to water and other forms of pollution result from the extraction,
transportation, processing, and uses of the 78 percent of our energy that comes from fossil fuels.
The energy obtained from oil also contributes to geopolitical tensions, and there's the small
matter of its $2 trillion per year price tag for all of this energy. . Although the industrial-era
energy sources that dominate energy production today will become more efficient with new
nanotechnology-based methods of extraction, conversion, and transmission, it's the renewable
category that will need to support the bulk of future energy growth.

By 2030 the price-performance of computation and communication will increase by a
factor often to one hundred million compared to today. Other technologies will also undergo
enormous increases in capacity and efficiency. Energy requirements will grow far more slowly
than the capacity of technologies, however, because of greatly increased efficiencies in the use of
energy, which I discuss below. A primary implication of the nanotechnology revolution is that
physical technologies, such as manufacturing and energy, will become governed by the law of
accelerating returns. All technologies will essentially become information technologies,
including energy.

Worldwide energy requirements have been estimated to double by 2030, far less than
anticipated economic growth, let alone the expected growth in the capability of technology.1



The bulk of the additional energy needed is likely to come from new nanoscale solar, wind, and
geothermal technologies. It's important to recognize that most energy sources today represent
solar power in one form or another.

Fossil fuels represent stored energy from the conversion of solar energy by animals and
plants and related processes over millions of years (although the theory that fossil fuels
originated from living organisms has recently been challenged). But the extraction of oil from
high-grade oil wells is at a peak, and some experts believe we may have already passed that
peak. It's clear, in any case, that we are rapidly depleting easily accessible fossil fuels. We do
have far larger fossil-fuel resources that will require more sophisticated technologies to extract
cleanly and efficiently (such as coal and shale oil), and they will be part of the future of energy.
A billion-dollar demonstration plant called FutureGen, now being constructed, is expected to be
the world's first zero-emissions energy plant based on fossil fuels.117 Rather than simply burn
coal, as is done today, the 275-million-watt plant will convert the coal to a synthetic gas
comprising hydrogen and carbon monoxide, which will then react with steam to produce discrete
streams of hydrogen and carbon dioxide, which will be sequestered. The hydrogen can then be
used in fuel cells or else converted into electricity and water. Key to the plant's design are new
materials for membranes that separate hydrogen and carbon dioxide.

Our primary focus, however, will be in the development of clean, renewable, distributed,
and safe energy technologies made possible by nanotechnology. For the past several decades
energy technologies have been on the slow slope of the industrial era S-curve (the late stage of a
specific technology paradigm, when the capability slowly approaches an asymptote or limit).
Although the nanotechnology revolution will require new energy resources, it will also introduce
major new S-curves in every aspect of energy: production, storage, transmission, and utilization
by the 2020s.

Let's deal with these energy requirements in reverse, starting with utilization. Because of
nanotechnology' s ability to manipulate matter and energy at the extremely fine scale of atoms
and molecular fragments, the efficiency of using energy will be far greater, which will translate
into lower energy requirements. Over the next several decades computing will make the
transition to reversible computing. (See "The Limits of Computation" in chapter 3.) As I
discussed, the primary energy need for computing with reversible logic gates is to correct
occasional errors from quantum and thermal effects. As a result reversible computing has the
potential to cut energy needs by as much as a factor of a billion, compared to nonreversible
computing. Moreover, the logic gates and memory bits will be smaller, by at least a factor often
in each dimension, reducing energy requirements by another thousand. Fully developed
nanotechnology, therefore, will enable the energy requirements for each bit switch to be reduced
by about a trillion. Of course, we'll be increasing the amount of computation by even more than
this, but this substantially augmented energy efficiency will largely offset those increases.

Manufacturing using molecular nanotechnology fabrication will also be far more energy
efficient than contemporary manufacturing, which moves bulk materials from place to place in a
relatively wasteful manner. Manufacturing today also devotes enormous energy resources into
producing basic materials, such as steel. A typical nanofactory will be a tabletop device that can
produce products ranging from computers to clothing. Larger products (such as vehicles, homes,
and even additional nanofactories) will be produced as modular subsystems that larger robots can
then assemble. Waste heat, which accounts for the primary energy requirement for
nanomanufacturing, will be captured and recycled.

The energy requirements for nanofactories are negligible. Drexler estimates that
molecular manufacturing will be an energy generator rather than an energy consumer.
According to Drexler, "A molecular manufacturing process can be driven by the chemical energy



content of the feedstock materials, producing electrical energy as a by-product (if only to reduce
the heat dissipation burden). . . . Using typical organic feedstock, and assuming oxidation of
surplus hydrogen, reasonably efficient molecular manufacturing processes are net energy
producers." 118

Products can be made from new nanotube-based and nanocomposite materials, avoiding
the enormous energy used today to manufacture steel, titanium, and aluminum. Nanotechnology-
based lighting will use small, cool, light-emitting diodes, quantum dots, or other innovative light
sources to replace hot, inefficient incandescent and fluorescent bulbs.

Although the functionality and value of manufactured products will rise, product size will
generally not increase (and in some cases, such as most electronics, products will get smaller).
The higher value of manufactured goods will largely be the result of the expanding value of their
information content. Although the roughly 50 percent deflation rate for information-based
products and services will continue throughout this period, the amount of valuable information
will increase at an even greater, more than offsetting pace.

I discussed the law of accelerating returns as applied to the communication of
information in chapter 2. The amount of information being communicated will continue to grow
exponentially, but the efficiency of communication will grow almost as fast, so the energy
requirements for communication will expand slowly.

Transmission of energy will also be made far more efficient. A great deal of energy today
is lost in transmission due to the heat created in power lines and inefficiencies in the
transportation of fuel, which also represent a primary environmental assault. Smalley, despite his
critique of molecular nanomanufacturing, has nevertheless been a strong advocate of new
nanotechnology-based paradigms for creating and transmitting energy. He describes new power-
transmission lines based on carbon nanotubes woven into long wires that will be far stronger,
lighter, and, most important, much more energy efficient than conventional copper ones. 9 He
also envisions using superconducting wires to replace aluminum and copper wires in electric
motors to provide greater efficiency. Smalley's vision of a nanoenabled energy future includes a
panoply of new nanotechnology-enabled capabilities:

<bl>
> Photovoltaics: dropping the cost of solar panels by a factor often to one hundred.

Production of hydrogen: new technologies for efficiently producing hydrogen
from water and sunlight.

> Hydrogen storage: light, strong materials for storing hydrogen for fuel cells.
> Fuel cells: dropping the cost of fuel cells by a factor often to one hundred.
> Batteries and supercapacitors to store energy: improving energy storage densities

by a factor often to one hundred.
Improving the efficiency of vehicles such as cars and planes through strong and
light nanomaterials.

> Strong, light nanomaterials for creating large-scale energy harvesting systems in
space, including on the moon.
Robots using nanoscale electronics with artificial intelligence to automatically
produce energy-generating structures in space and on the moon.
New nanomaterial coatings to greatly reduce the cost of deep drilling.

> Nanocatalysts to obtain greater energy yields from coal, at very high
temperatures.

> Nanofilters to capture the soot created from high-energy coal extraction. The soot
is mostly carbon, which is a basic building block for most nanotechnology
designs.



> New materials to enable hot, dry rock geothermal-energy sources (converting the
heat of the Earth's hot core into energy).

<tx>Another option for energy transmission is wireless transmission by microwaves.
This method would be especially well suited to efficiently beam energy created in space by giant
solar panels (see below). The Millennium Project of the American Council for the United
Nations University envisions microwave energy transmission as a key aspect of "a clean,
abundant energy nature."122

Energy storage today is highly centralized, which represents a key vulnerability in that
liquid-natural-gas tanks and other storage facilities are subject to terrorist attacks, with
potentially catastrophic effects. Oil trucks and ships are equally exposed. The emerging
paradigm for energy storage will be fuel cells, which will ultimately be widely distributed
throughout our infrastructure, another example of the trend from inefficient and vulnerable
centralized facilities to an efficient and stable distributed system.

Hydrogen-oxygen fuel cells, with hydrogen provided by methanol and other safe forms
of hydrogen-rich fuel, have made substantial progress in recent years. A small company in
Massachusetts, Integrated Fuel Cell Technologies, has demonstrated a MEMS (microelectronic
mechanical system)-based fuel cell.123 Each postage-stamp-size device contains thousands of
microscopic fuel cells and includes the fuel lines and electronic controls. NEC plans to introduce
fuel cells based on nanotubes in the near future for notebook computers and other portable
electronics. 124 They claim their small power sources will run devices for up to forty hours at a
time. Toshiba is also preparing fuel cells for portable electronic devices.12

Larger fuel cells for powering appliances, vehicles, and even homes are also making
impressive advances. A 2004 report by the U.S. Department of Energy concluded that nanobased
technologies could facilitate every aspect of a hydrogen fuel cell-powered car.126 For example,
hydrogen must be stored in strong but light tanks that can withstand very high pressure.
Nanomaterials such as nanotubes and nanocomposites could provide the requisite material for
such containers. The report envisions fuel cells that produce power twice as efficiently as
gasoline-based engines, producing only water as waste.

Many contemporary fuel-cell designs use methanol to provide hydrogen, which then
combines with the oxygen in the air to produce water and energy. Methanol (wood alcohol),
however, is difficult to handle, and introduces safety concerns because of its toxicity and
flammability. Researchers from St. Louis University have demonstrated a stable fuel cell that
uses ordinary ethanol (drinkable grain alcohol). 127 This device employs an enzyme called
dehydrogenase that removes hydrogen ions from alcohol, which subsequently react with the
oxygen in the air to produce power. The cell apparently works with almost any form of drinkable
alcohol. "We have run it on various types," reported Nick Akers, a graduate student who has
worked on the project. "It didn't like carbonated beer and doesn't seem fond of wine, but any
other works fine."

Scientists at the University of Texas have developed a nanobot-size fuel cell that
produces electricity directly from the glucose-oxygen reaction in human blood. 128 Called a
"vampire bot" by commentators, the cell produces electricity sufficient to power conventional
electronics and could be used for future blood-borne nanobots. Japanese scientists pursuing a
similar project estimated that their system had the theoretical potential to produce a peak of one
hundred watts from the blood of one person. (A newspaper in Sydney observed that the project
provided a basis for the premise in the Matrix movies of using humans as batteries.) 12

Another approach to converting the abundant sugar found in the natural world into
electricity has been demonstrated by Swades K. Chaudhuri and Derek R. Lovley at the
University of Massachusetts. Their fuel cell, which incorporates actual microbes (the Rhodoferax



ferrireducens bacterium), boasts a remarkable 81 percent efficiency and uses almost no energy in
its idling mode. The bacteria produce electricity directly from glucose with no unstable
intermediary by-products. The bacteria also use the sugar fuel to reproduce, thereby replenishing
themselves, resulting in stable and continuous production of electrical energy. Experiments with
other types of sugars such as fructose, sucrose, and xylose were equally successful. Fuel cells
based on this research could utilize the actual bacteria or, alternatively, directly apply the
chemical reactions that the bacteria facilitate. In addition to powering nanobots in sugar-rich
blood, these devices have the potential to produce energy from industrial and agricultural waste
products.

Nanotubes have also demonstrated the promise of storing energy as nanoscale batteries,
which may compete with nanoengineered fuel cells. 130 This extends further the remarkable
versatility of nanotubes, which have already revealed their prowess in providing extremely
efficient computation, communication of information, and transmission of electrical power, as
well as in creating extremely strong structural materials.

The most promising approach to nanomaterials-enabled energy is from solar power,
which has the potential to provide the bulk of our future energy needs in a completely renewable,
emission-free, and distributed manner. The sunlight input to a solar panel is free. At about 10 17

watts, or about ten thousand times more energy than the 10 13 watts currently consumed by
human civilization, the total energy from sunlight falling on the Earth is more than sufficient to
provide for our needs. 131 As mentioned above, despite the enormous increases in computation
and communication over the next quarter century and the resulting economic growth, the far
greater energy efficiencies of nanotechnology imply that energy requirements will increase only
modestly to around thirty trillion watts (3 x 10 13) by 2030. We could meet this entire energy need
with solar power alone if we captured only 0.0003 (three ten-thousandths) of the sun's energy as
it hits the Earth.

It's interesting to compare these figures to the total metabolic energy output of all
humans, estimated by Robert Freitas at 10 12 watts, and that of all vegetation on Earth, at 10 14

watts. Freitas also estimates that the amount of energy we could produce and use without
disrupting the global energy balance required to maintain current biological ecology (referred to
by climatologists as the "hypsithermal limit") is around 1015 watts. This would allow a very
substantial number of nanobots per person for intelligence enhancement and medical purposes,
as well as other applications, such as providing energy and cleaning up the environment.
Estimating a global population of around ten billion (1010), Freitas estimates around 1016 (ten
thousand trillion) nanobots for each human would be acceptable within this limit.132 We would
need only 10 1' nanobots (ten millionths of this limit) per person to place one in every neuron.

By the time we have technology of this scale, we will also be able to apply
nanotechnology to recycle energy by capturing at least a significant portion of the heat generated
by nanobots and other nanomachinery and converting that heat back into energy. The most
effective way to do this would probably be to build the energy recycling into the nanobot
itself. 133 This is similar to the idea of reversible logic gates in computation, in which each logic
gate essentially immediately recycles the energy it used for its last computation.

We could also pull carbon dioxide out of the atmosphere to provide the carbon for
nanomachinery, which would reverse the increase in carbon dioxide resulting from our current
industrial-era technologies. We might, however, want to be particularly cautious about doing
more than reversing the increase over the past several decades, lest we replace global warming
with global cooling.

Solar panels have to date been relatively inefficient and expensive, but the technology is
rapidly improving. The efficiency of converting solar energy to electricity has steadily advanced



for silicon photovoltaic cells from around 4 percent in 1952 to 24 percent in 1992.134 Current
multilayer cells now provide around 34 percent efficiency. A recent analysis of applying
nanocrystals to solar-energy conversion indicates that efficiencies above 60 percent appear to be
feasible. 135

Today solar power costs an estimated $2.75 per watt. 136 Several companies are
developing nanoscale solar cells and hope to bring the cost of solar power below that of other
energy sources. Industry sources indicate that once solar power falls below one $1.00 per watt, it
will be competitive for directly supplying electricity to the nation's power grid. Nanosolar has a
design based on titanium-oxide nanoparticles that can be mass-produced on very thin flexible
films. CEO Martin Roscheisen estimates that his technology has the potential to bring down
solar-power costs to around fifty cents per watt by 2006, lower than that of natural gas.137

Competitors Nanosys and Konarka have similar projections. Whether or not these business plans
pan out, once we have MNT (molecular nanotechnology)-based manufacturing, we will be able
to produce solar panels (and almost everything else) extremely inexpensively, essentially at the
cost of raw materials, of which inexpensive carbon is the primary one. At an estimated thickness
of several microns, solar panels could ultimately be as inexpensive as a penny per square meter.
We could place efficient solar panels on the majority of human- made surfaces, such as buildings
and vehicles, and even incorporate them into clothing for powering mobile devices. A 0.0003
conversion rate for solar energy should be quite feasible, therefore, and relatively inexpensive.

Terrestrial surfaces could be augmented by huge solar panels in space. A Space Solar
Power satellite already designed by NASA could convert sunlight in space to electricity and
beam it to Earth by microwave. Each such satellite could provide billions of watts of electricity,
enough for tens of thousands of homes.138 With circa-2029 MNT manufacturing, we could
produce solar panels of vast size directly in orbit around the Earth, requiring only the shipment
of the raw materials to space stations, possibly via the planned Space Elevator, a thin ribbon,
extending from a shipborne anchor to a counterweight well beyond geosynchronous orbit, made
of out a material called carbon nanotube composite.139

Desktop fusion also remains a possibility. Scientists at Oak Ridge National Laboratory
used ultrasonic sound waves to shake a liquid solvent, causing gas bubbles to become so
compressed they achieved temperatures of millions of degrees, resulting in the nuclear fusion of
hydrogen atoms and the creation of energy.140 Despite the broad skepticism over the original
reports of cold fusion in 1989, this ultrasonic method has been warmly received by some peer
reviewers. 141 However, not enough is known about the practicality of the technique, so its future
role in energy production remains a matter of speculation.

Applications of Nanotechnology to the Environment
<tx>Emerging nanotechnology capabilities promise a profound impact on the

environment. This includes the creation of new manufacturing and processing technologies that
will dramatically reduce undesirable emissions, as well as remediating the prior impact of
industrial-age pollution. Of course, providing for our energy needs with nanotechnology-enabled
renewable, clean resources such as nanosolar panels, as I discussed above, will clearly be a
leading effort in this direction.

By building particles and devices at the molecular scale, not only is size greatly reduced
and surface area increased, but new electrical, chemical, and biological properties are introduced.
Nanotechnology will eventually provide us with a vastly expanded toolkit for improved
catalysis, chemical and atomic bonding, sensing, and mechanical manipulation, not to mention
intelligent control through enhanced microelectronics.



Ultimately we will redesign all of our industrial processes to achieve their intended
results with minimal consequences, such as unwanted by-products and their introduction into the
environment. We discussed in the previous section a comparable trend in biotechnology:
intelligently designed pharmaceutical agents that perform highly targeted biochemical
interventions with greatly curtailed side effects. Indeed, the creation of designed molecules
through nanotechnology will itself greatly accelerate the biotechnology revolution.

Contemporary nanotechnology research and development involves relatively simple
"devices" such as nanoparticles, molecules created through nanolayers, and nanotubes.
Nanoparticles, which comprise between tens and thousands of atoms, are generally crystalline in
nature and use crystal-growing techniques, since we do not yet have the means for precise
nanomolecular manufacturing. Nanostructures consist of multiple layers that self-assemble. Such
structures are typically held together with hydrogen or carbon bonding and other atomic forces.
Biological structures such as cell membranes and DNA itself are natural examples of multilayer
nanostructures.

As with all new technologies, there is a downside to nanoparticles: the introduction of
new forms of toxins and other unanticipated interactions with the environment and life. Many
toxic materials, such as gallium arsenide, are already entering the ecosystem through discarded
electronic products. The same properties that enable nanoparticles and nanolayers to deliver
highly targeted beneficial results can also lead to unforeseen reactions, particularly with
biological systems such as our food supply and our own bodies. Although existing regulations
may in many cases be effective in controlling them, the overriding concern is our lack of
knowledge about a wide range of unexplored interactions.

Nonetheless, hundreds of projects have begun applying nanotechnology to enhancing
industrial processes and that explicitly address existing forms of pollution. A few examples:

<bl>
There is extensive investigation of the use of nanoparticles for treating, '

deactivating, and removing a wide variety of environmental toxins. The nanoparticle forms
of oxidants, reductants, and other active materials have shown the ability to transform a wide
range of undesirable substances. Nanoparticles activated by light (for example, forms of
titanium dioxide and zinc oxide) are able to bind and remove organic toxins and have low
toxicity themselves. 142 In particular, zinc-oxide nanoparticles provide a particularly powerful
catalyst for detoxifying chlorinated phenols. These nanoparticles act as both sensors and
catalysts and can be designed to transform only targeted contaminants.

Nanofiltration membranes for water purification provide dramatically improved
removal of fine-particle contaminants, compared to conventional methods of using
sedimentation basins and wastewater clarifiers. Nanoparticles with designed catalysis are
capable of absorbing and removing impurities. By using magnetic separation, these
nanomaterials can be reused, which prevents them from becoming contaminants themselves.
As one of many examples, consider nanoscale aluminosilicate molecular sieves called
zeolites, which are being developed for controlled oxidation of hydrocarbons (for example,
converting toluene to nontoxic benzaldehyde). 143 This method requires less energy and
reduces the volume of inefficient photoreactions and waste products.

Extensive research is under way to develop nanoproduced crystalline materials for
catalysts and catalyst supports in the chemical industry. These catalysts have the potential to
improve chemical yields, reduce toxic by-products, and remove contaminants. 144 For
example, the material MCM-41 is now used by the oil industry to remove ultrafine
contaminants that other pollution-reduction methods miss.



It's estimated that the widespread use of nanocomposites for structural material in
automobiles would reduce gasoline consumption by 1.5 billion liters per year, which in turn
would reduce carbon-dioxide emissions by five billion kilograms per year, among other
environmental benefits.

Nanorobotics can be used to assist with nuclear-waste management. Nanofilters
can separate isotopes when processing nuclear fuel. Nanofluids can improve the effectiveness
of cooling nuclear reactors.

Applying nanotechnology to home and industrial lighting could reduce both the
need for electricity and an estimated two hundred million tons of carbon emissions per
year. 145

Self-assembling electronic devices (for example, self-organizing biopolymers), if
perfected, will require less energy to manufacture and use and will produce fewer toxic by¬
products than conventional semiconductor-manufacturing methods.

New computer displays using nanotube-based field-emission displays (FEDs) will
provide superior display specifications while eliminating the heavy metals and other toxic
materials used in conventional displays.

Bimetallic nanoparticles (such as iron/palladium or iron/silver) can serve as
effective reductants and catalysts for PCBs, pesticides, and halogenated organic solvents.146

Nanotubes appear to be effective absorbents for dioxins and have performed
significantly better at this than traditional activated carbon.147

This is a small sample of contemporary research on nanotechnology applications with
potentially beneficial impact on the environment. Once we can go beyond simple nanoparticles
and nanolayers and create more complex systems through precisely controlled molecular
nanoassembly, we will be in a position to create massive numbers of tiny intelligent devices
capable of carrying out relatively complex tasks. Cleaning up the environment will certainly be
one of those missions.

Nanobots in the Bloodstream

<epi>Nanotechnology has given us the tools . . . to play with the ultimate toy box of nature—
atoms and molecules. Everything is made from it. . . . The possibilities to create new things
appear limitless.

<epis>—Nobelist Horst Stδrmer

<epi>The net effect of these nanomedical interventions will be the continuing arrest of all
biological aging, along with the reduction of current biological age to whatever new biological
age is deemed desirable by the patient, severing forever the link between calendar time and
biological health. Such interventions may become commonplace several decades from today.
Using annual checkups and cleanouts, and some occasional major repairs, your biological age
could be restored once a year to the more or less constant physiological age that you select. You
might still eventually die of accidental causes, but you'll live at least ten times longer than you
do now.

<epis>—Robert A. Freitas Jrm .

<tx>A prime example of the application of precise molecular control in manufacturing
will be the deployment of billions or trillions of nanobots: small robots the size of human blood
cells or smaller that can travel inside the bloodstream. This notion is not as futuristic as it may
sound; successful animal experiments have been conducted using this concept, and many such



microscale devices are already working in animals. At least four major conferences on
BioMEMS (Biological Microelectronic Mechanical Systems) deal with devices to be used in the
human bloodstream. 149

Consider several examples of nanobot technology, which, based on miniaturization and
cost-reduction trends, will be feasible within about twenty-five years. In addition to scanning the
human brain to facilitate its reverse engineering, these nanobots will be able to perform a broad
variety of diagnostic and therapeutic functions.

Robert A. Freitas Jr.—a pioneering nanotechnology theorist and leading proponent of
nanomedicine (reconfiguring our biological systems through engineering on a molecular scale),
and author of a book with that title150—has designed robotic replacements for human blood cells
that perform hundreds or thousands of times more effectively than their biological counterparts.
With Freitas' respirocytes (robotic red blood cells) a runner could do an Olympic sprint for
fifteen minutes without taking a breath. 151 Freitas' robotic macrophages called "microbivores"
will be far more effective than our white blood cells at combating pathogens. 152 His DNA-repair
robot would be able to mend DNA transcription errors and even implement needed DNA
changes. Other medical robots he has designed can serve as cleaners, removing unwanted debris
and chemicals (such as prions, malformed proteins, and protofibrils) from individual human
cells.

Freitas provides detailed conceptual designs for a wide range of medical nanorobots
(Freitas' preferred term) as well as a review of numerous solutions to the varied design
challenges involved in creating them. For example, he provides about a dozen approaches to
directed and guided motion, 153 some based on biological designs such as propulsive cilia. I
discuss these applications in more detail in the next chapter.

George Whitesides complained in Scientific American that "for nanoscale objects, even if
one could fabricate a propeller, a new and serious problem would emerge: random jarring by
water molecules. These water molecules would be smaller than a nanosubmarine but not much
smaller." 154 As with Smalley's critical article, which ft accompanied, Whitesides' analysis is
based on misconceptions. All medical nanobot designs, including those of Freitas, are at least ten
thousand times larger than a water molecule. Analyses by Freitas and others show that the impact
of the Brownian motion of adjacent molecules to be insignificant. Indeed, nanoscale medical
robots will be thousands of times more stable and precise than blood cells or bacteria.155

It should also be pointed out that medical nanobots will not require much of the extensive
overhead biological cells need to maintain metabolic processes such as digestive and respiration.
Nor do they need to support biological reproductive systems.

Although Freitas' conceptual designs are a couple of decades away, substantial progress
has already been made on bloodstream-based devices. For example, a researcher at the
University of Illinois at Chicago has cured type 1 diabetes in rats with a nanoengineered device
that incorporates pancreatic Islet cells.156 The device has seven- nanometer pores that let insulin
out but won't let in the antibodies that destroy these cells. There are many other innovative
projects of this type already under way.

<dia>Molly 2004: Okay, so I'll have all these nanobots in my bloodstream. Aside from being
able to sit at the bottom of my pool for hours, what else is this going to dofor me?
Ray: It will keep you healthy. They 'Il destroypathogens such as bacteria, viruses, and cancer
cells, and they won 't be subject to the various pitfalls of the immune system, such as autoimmune
reactions. Unlikeyour biological immune system, if you don 't like what the nanobots are doing,
you can tell them to do something different.



Molly 2004: You mean, send my nanobots an e-mail? Like, Hey, nanobots, stop destroying those
bacteria in my intestines because they 're actually goodfor my digestion?
Ray: Yes, good example. The nanobots will be under our control. They 'Il communicate with one
another and with the Internet. Even today we have neural implants (for example, for Parkinson 's
disease) that allow thepatient to download new software into them.
Molly 2004: That kind of makes the software-virus issue a lot more serious, doesn 't it? Right
now, if I get hit with a bad software virus, I may have to run a virus-cleansing program and load
my backupfiles, but if nanobots in my bloodstream get a rogue message, they may start
destroying my blood cells.
Ray: Well, that 's another reason you 'Ilprobably want robotic blood cells, but your point is well
taken. However, it's not a new issue. Even in 2004, we already have mission-critical software
systems that run intensive-care units, manage 911 emergency systems, control nuclear-power
plants, land airplanes, and guide cruise missiles. So software integrity is already of critical
importance.
Molly 2004: True, but the idea of software running in my body and brain seems more daunting.
On my personal computer, I get more than one hundred spam messages a day, at least several of
which contain malicious software viruses. I'm not real comfortable with nanobots in my body
getting software viruses.
Ray: You 're thinking in terms of conventional Internet access. With VPNs (private networks), we
already have the means today to create securefirewalls —otherwise, contemporary mission-
critical systems would be impossible. They do work reasonably well, and Internet security
technology will continue to evolve.
Molly 2004: 1 think some people would take issue with your confidence infirewalls.
Ray: They 're not perfect, true, and they never will be, but we have another couple decades
before we 'Il have extensive software running in our bodies and brains. \
Molly 2004: Okay, but the virus writers will be improving their craft as well.
Ray: It's going to be a nervous standoff, no question about it. But the benefit today clearly
outweighs the damage.
Molly 2004: How clear is that?
Ray: Well, no one is seriously arguing we should do away with the Internet because software
viruses are such a big problem.
Molly 2004: I'll give you that.
Ray: When nanotechnology is mature, it's going to solve the problems of biology by overcoming
biological pathogens, removing toxins, correcting DNA errors, and reversing other sources of
aging. We will then have to contend with new dangers that it introduces, just as the Internet
introduced the danger of software viruses. These new pitfalls will include thepotential for self-
replicating nanotechnology getting out of control, as well as the integrity of the software
controlling thesepowerful, distributed nanobots.
Molly 2004: Did you say reverse aging?
Ray: I see you 're already picking up on a key benefit.
Molly 2004: So how are the nanobots going to do that?
Ray: We 'Il actually accomplish most of that with biotechnology, methods such as RNA
interferencefor turning off destructive genes, gene therapyfor changing your genetic code,
therapeutic cloning for regenerating your cells and tissues, smart drugs to reprogram your
metabolic pathways, and many other emerging techniques. But whatever biotechnology doesn 't
get around to accomplishing, we'll have the means to do with nanotechnology.
Molly 2004: Such as?



Ray: Nanobots will be able to travel through the bloodstream, then go in and around our cells
and perform various services, such as removing toxins, sweeping out debris, correcting DNA
errors, repairing and restoring cell membranes, reversing atherosclerosis, modi ing the levels
of hormones, neurotransmitters, and other metabolic chemicals, and a myriad of other tasks. For
each aging process, we can describe a meansfor nanobots to reverse theprocess, down to the
level of individual cells, cell components, and molecules.
Molly 2004: So I'll stay young indefinitely?
Ray: That's the idea.
Molly 2004: When did you say I could get these?
Ray: I thought you were worried about nanobotfirewalls.
Molly 2004: Yeah, well, I've got time to worry about that. So what was that timeframe again?
Ray: About twenty to twenty-five years.
Molly 2004: I'm twenty-five now, so I'll age to aboutforty-five and then stay there?
Ray: No, that 's not exactly the idea. You can slow down aging to a crawl right now by adopting
the knowledge we already have. Within ten to twentyyears, the biotechnology revolution will
provide far more powerful means to stop and in many cases reverse each disease and aging
process. And it's not like nothing is going to happen in the meantime. Each year, we'll have
more powerful techniques, and theprocess will accelerate. Then nanotechnology willfinish the
job.
Molly 2004: Yes, of course, it's hardfor you to get out a sentence without using the word
"accelerate. " So what biological age am I going to get to?
Ray: I think you 'Il settle somewhere in your thirties and stay therefor a while.
Molly 2004: Thirties sounds pretty good. I think a slightly more mature age than twenty-five is a
good idea anyway. But what do you mean "for a while"?
Ray: Stopping and reversing aging is only the beginning. Using nanobots for health and
longevity is just the early adoption phase of introducing nanotechnology and intelligent
computation into our bodies and brains. The more profound implication is that we'll augment
our thinking processes with nanobots that communicate with one another and with our
biological neurons. Once nonbiological intelligence gets afoothold, so to speak, in our brains, it
will be subject to the law of accelerating returns and expand exponentially. Our biological
thinking, on the other hand, is basically stuck.
Molly 2004: There you go again with things accelerating, but when this really gets going,
thinking with biological neurons will be pretty trivial in comparison.
Ray: That's afair statement.
Molly 2004: So, Miss Molly of thefuture, when did I drop my biological body and brain?
Molly 2104: Well, you don 't really want me to spell out your future, do you? And anyway it's
actually not a straightforward question.
Molly 2004: How's that?
Molly 2104: In the 2040s we developed the means to instantly create new portions of ourselves,
either biological or nonbiological. It became apparent that our true nature was a pattern of
information, but we still needed to manifest ourselves in some physical form. However, we could
quickly change thatphysicalform.
Molly 2004: By?
Molly 2104: By applying new high-speed MNT manufacturing. So we could readily and rapidly
redesign our physical instantiation. So I could have a biological body at one time and not at
another, then have it again, then change it, and so on.
Molly 2004: 1 think I'm following this.



Molly 2104: Thepoint is that I could have my biological brain and/or body or not have it. It 's
not a matter of dropping anything, because we can always get something we drop back.
Molly 2004: So you 're still doing this?
Molly 2104: Some people still do this, but now in 2104 it's a bit anachronistic. I mean, the
simulations of biology are totally indistinguishablefrom actual biology, so why bother with
physical instantiations?
Molly 2004: Yeah, it 's messy isn 't it?
Molly 2104: I'll say.
Molly 2004: 1 do have to say that it seems strange to be able to change your physical
embodiment. I mean, where 's your—my—continuity?
Molly 2104: It's the same as your continuity in 2004. You 're changing your particles all the time
also. It's just your pattern of information that has continuity.
Molly 2004: But in 2104 you 're able to change your pattern of information quickly also. I can't
do that yet.
Molly 2104: It 's really not that different. You change your pattern—your memory, skills,
experiences, even personality over time—but there is a continuity, a core that changes only
gradually.
Molly 2004: But I thought you could change your appearance andpersonality dramatically in an
instant?
Molly 2104: Yes, but that 'sjust a surface manifestation. My true core changes only gradually,
just like when I was you in 2004.
Molly 2004: Well, there are lots of times when I'd be delighted to instantly change my surface
appearance.

<hl>Robotics: Strong AI
<epi>Consider another argument put forth by Turing. So far we have constructed only fairly
simple and predictable artifacts. When we increase the complexity of our machines, there may,
perhaps, be surprises in store for us. He draws a parallel with a fission pile. Below a certain
"critical" size, nothing much happens: but above the critical size, the sparks begin to fly. So too,
perhaps, with brains and machines. Most brains and all machines are, at present "sub-critical"—
they react to incoming stimuli in a stodgy and uninteresting way, have no ideas of their own, can



produce only stock responses—but a few brains at present, and possibly some machines in the
future, are super-critical, and scintillate on their own account. Turing is suggesting that it is only
a matter of complexity, and that above a certain level of complexity a qualitative difference
appears, so that "super-critical" machines will be quite unlike the simple ones hitherto envisaged.

<epis>—J. R. Lucas, Oxfordphilosopher, in his 1961 essay "Minds, Machines, and
Gδdel" 157

<epi>Given that superintelligence will one day be technologically feasible, will people choose to
develop it? This question can pretty confidently be answered in the affirmative. Associated with
every step along the road to superintelligence are enormous economic payoffs. The computer
industry invests huge sums in the next generation of hardware and software, and it will continue
doing so as long as there is a competitive pressure and profits to be made. People want better
computers and smarter software, and they want the benefits these machines can help produce.
Better medical drugs; relief for humans from the need to perform boring or dangerous jobs;
entertainment —there is no end to the list of consumer-benefits. There is also a strong military
motive to develop artificial intelligence. And nowhere on the path is there any natural stopping
point where technophobics could plausibly argue "hither but not further."

<epis>—Nick Bostrom, "How Long Before Superintelligence? " 1997

<epi>It is hard to think of any problem that a superintelligence could not either solve or at least
help us solve. Disease, poverty, environmental destruction, unnecessary suffering of all kinds:
these are things that a superintelligence equipped with advanced nanotechnology would be
capable of eliminating. Additionally, a superintelligence could give us indefinite lifespan, either
by stopping and reversing the aging process through the use of nanomedicine, or by offering us
the option to upload ourselves. A superintelligence could also create opportunities for us to
vastly increase our own intellectual and emotional capabilities, and it could assist us in creating a
highly appealing experiential world in which we could live lives devoted to joyful game-playing,
relating to each other, experiencing, personal growth, and to living closer to our ideals.

<epis>—Nick Bostrom, "Ethical Issues in Advanced Artificial Intelligence, " 2003

<epi>Will robots inherit the earth? Yes, but they will be our children.
<epis>—Marvin Minsky, 1995.

<tx>Of the three primary revolutions underlying the Singularity (G, N, and R), the most
profound is R, which refers to the creation of nonbiological intelligence that exceeds that of
unenhanced humans. A more intelligent process will inherently outcompete one that is less
intelligent, making intelligence the most powerful force in the universe.

While the "R" in GNR stands for robotics, the real issue involved here is strong AI
(artificial intelligence that exceeds human intelligence). The standard reason for emphasizing
robotics in this formulation is that intelligence needs an embodiment, a physical presence, to
affect the world. I disagree with the emphasis on physical presence, however, for I believe that
the central concern is intelligence. Intelligence will inherently find a way to influence the world,
including creating its own means for embodiment and physical manipulation. Furthermore, we
can include physical skills as a fundamental part of intelligence; a large portion of the human
brain (the cerebellum, comprising more than half our neurons), for example, is devoted to
coordinating our skills and muscles.

Artificial intelligence at human levels will necessarily greatly exceed human intelligence
for several reasons. As I pointed out earlier machines can readily share their knowledge. As



unenhanced humans we do not have the means of sharing the vast patterns of interaeuronal
connections and neurotransmitter-concentration levels that comprise our learning, knowledge,
and skills, other than through slow, language-based communication. Of course, even this method
of communication has been very beneficial, as it has distinguished us from other animals and has
been an enabling factor in the creation of technology.

Human skills are able to develop only in ways that have been evolutionarily encouraged.
Those skills, which are primarily based on massively parallel pattern recognition, provide
proficiency for certain tasks, such as distinguishing faces, identifying objects, and recognizing
language sounds. But they're not suited for many others, such as determining patterns in
financial data. Once we fully master pattern-recognition paradigms, machine methods can apply
these techniques to any type of pattern. 158

Machines can pool their resources in ways that humans cannot. Although teams of
humans can accomplish both physical and mental feats that individual humans cannot achieve,
machines can more easily and readily aggregate their computational, memory and
communications resources. As discussed earlier, the Internet is evolving into a worldwide grid of
computing resources that can be instantly brought together to form massive supercomputers.

Machines have exacting memories. Contemporary computers can master billions of facts
accurately, a capability that is doubling every year. 59 The underlying speed and price-
performance of computing itself is doubling every year, and the rate of doubling is itself
accelerating.

As human knowledge migrates to the Web, machines will be able to read, understand,
and synthesize all human-machine information. The last time a biological human was able to
grasp all human scientific knowledge was hundreds of years ago.

Another advantage of machine intelligence is that it can consistently perform at peak
levels and can combine peak skills. Among humans one person may have mastered music
composition, while another may have mastered transistor design, but given the fixed architecture
of our brains we do not have the capacity (or the time) to develop and utilize the highest level of
skill in every increasingly specialized area. Humans also vary a great deal in a particular skill, so
that when we speak, say, of human levels of composing music, do we mean Beethoven, or do we
mean the average person? Nonbiological intelligence will be able to match and exceed peak
human skills in each area.

For these reasons, once a computer is able to match the subtlety and range of human
intelligence, it will necessarily soar past it, and then continue its double- exponential ascent.

A key question regarding the Singularity is whether the "chicken" (strong AI) or the
"egg" (nanotechnology) will come first. In other words, will strong AI lead to full
nanotechnology (molecular manufacturing assemblers that can turn information into physical
products), or will full nanotechnology lead to strong AI? The logic of the first premise is that
strong AI would imply superhuman AI for the reasons just cited; and superhuman AI would be in
a position to solve any remaining design problems required to implement full nanotechnology.

The second premise is based on the realization that the hardware requirements for strong
AI will be met by nanotechnology-based computation. Likewise the software requirements will
be facilitated by nanobots that could create highly detailed scans of human brain functioning and
thereby achieve the completion of reverse engineering the human brain.

Both premises are logical; it's clear that either technology can assist the other. The reality
is that progress in both areas will necessarily use our most advanced tools, so advances in each
field will simultaneously facilitate the other. However, I do expect that full MNT will emerge
prior to strong AI, but only by a few years (around 2025 for nanotechnology, around 2029 for
strong AI).



As revolutionary as nanotechnology will be, strong AI will have far more profound
consequences. Nanotechnology is powerful but not necessarily intelligent. We can devise ways
of at least trying to manage the enormous powers of nanotechnology, but superintelligence
innately cannot be controlled.

Runaway AI. Once strong AI is achieved, it can readily be advanced and its powers
multiplied, as that is the fundamental nature of machine abilities. As one strong AI immediately
begets many strong AIs, the latter access their own design, understand and improve it, and
thereby very rapidly evolve into a yet more capable, more intelligent AI, with the cycle repeating
itself indefinitely. Each cycle not only creates a more intelligent AI but takes less time than the
cycle before it, as is the nature of technological evolution (or any evolutionary process). The
premise is that once strong AI is achieved, it will immediately become a runaway phenomenon
of rapidly escalating superintelligence.160

My own view is only slightly different. The logic of runaway AI is valid, but we still
need to consider the timing. Achieving human levels in a machine will not immediately cause a
runaway phenomenon. Consider that a human level of intelligence has limitations. We have
examples of this today—about six billion of them. Consider a scenario in which you took one
hundred humans from, say, a shopping mall. This group would constitute examples of reasonably
well educated humans. Yet if this group was presented with the task of improving human
intelligence, it wouldn't get very far, even if provided with the templates of human intelligence.
It would probably have a hard time creating a simple computer. Speeding up the thinking and
expanding the memory capacities of these one hundred humans would not immediately solve this
problem.

I pointed out above that machines will match (and quickly exceed) peak human skills in
each area of skill. So instead, let's take one hundred scientists and engineers. A group of
technically trained people with the right backgrounds would be capable of improving accessible
designs. If a machine attained equivalence to one hundred (and eventually one thousand, then
one million) technically trained humans, each operating much faster than a biological human, a
rapid acceleration of intelligence would ultimately follow.

However, this acceleration won't happen immediately when a computer passes the
Turing test. The Turing test is comparable to matching the capabilities of an average, educated
human and thus is closer to the example of humans from a shopping mall. It will take time for
computers to master all of the requisite skills and to marry these skills with all the necessary
knowledge bases.

Once we've succeeded in creating a machine that can pass the Turing test (around 2029),
the succeeding period will be an era of consolidation in which nonbiological intelligence will
make rapid gains. However, the extraordinary expansion contemplated for the Singularity, in
which human intelligence is multiplied by billions, won't take place until the mid-2040s (as
discussed in chapter 3).

The AI Winter
<epi>There's this stupid myth out there that A.I. has failed, but A.I. is everywhere around you
every second of the day. People just don't notice it. You've got A.I. systems in cars, tuning the
parameters of the fuel injection systems. When you land in an airplane, your gate gets chosen by
an AJ. scheduling system. Every time you use a piece of Microsoft software, you've got an AJ.
system trying to figure out what you're doing, like writing a letter, and it does a pretty damned
good job. Every time you see a movie with computer-generated characters, they're all little A.I.



characters behaving as a group. Every time you play a video game, you're playing against an A.I.
system.

<epis>—Rodney Brooks, director of the M TAI Lab161

<tx>I still run into people who claim that artificial intelligence withered in the 1980s, an
argument that is comparable to insisting that the Internet died in the dot-com bust of the early
2000s. 162 The bandwidth and price-performance of Internet technologies, the number of nodes
(servers), and the dollar volume of e-commerce all accelerated smoothly through the boom as
well as the bust and the period since. The same has been true for AI.

The technology hype cycle for a paradigm shift—railroads, AI, Internet,
telecommunications, possibly now nanotechnology—typically starts with a period of unrealistic
expectations based on a lack of understanding of all the enabling factors required. Although
utilization of the new paradigm does increase exponentially, early growth is slow until the knee
of the exponential-growth curve is realized. While the widespread expectations for revolutionary
change are accurate, they are incorrectly timed. When the prospects do not quickly pan out, a
period of disillusionment sets in. Nevertheless exponential growth continues unabated, and years
later a more mature and more realistic transformation does occur.

We saw this in the railroad frenzy of the nineteenth century, which was followed by
widespread bankruptcies. (I have some of these early unpaid railroad bonds in my collection of
historical documents.) And we are still feeling the effects of the e-commerce and
telecommunications busts of several years ago, which helped fuel a recession from which we are
now recovering.

AI experienced a similar premature optimism in the wake of programs such as the 1957
General Problem Solver created by Allen Newell, J. C. Shaw, and Herbert Simon, which was
able to find proofs for theorems that had stumped mathematicians such as Bertrand Russell, and
early programs from the MIT Artificial Intelligence Laboratory, which could answer SAT
questions (such as analogies and story problems) at the level of college students.163 A rash of AI
companies occurred in the 1970s, but when profits did not materialize there was an AI "bust" in
the 1980s, which has become known as the "AI winter." Many observers still think that the AI
winter was the end of the story and that nothing has since come of the AI field.

Yet today many thousands of AI applications are deeply embedded in the infrastructure
of every industry. Most of these applications were research projects ten to fifteen years ago.
People who ask, "Whatever happened to AI?" remind me of travelers to the rain forest who
wonder, "Where are all these many species that are supposed to live here?" when hundreds of
species of flora and fauna are flourishing only a few dozen meters away, deeply integrated into
the local ecology.

We are well into the era of "narrow AI," which refers to artificial intelligence that
performs a useful and specific function that once required human intelligence to perform, and
does so at human levels or better. Often narrow AI systems greatly exceed the speed of humans,
as well as provide the ability to manage and consider thousands of variables simultaneously. I
describe a broad variety of narrow AI examples below.

These time frames for AFs technology cycle (a couple of decades of growing enthusiasm,
a decade of disillusionment, then a decade and a half of solid advance in adoption) may seem
lengthy, compared to the relatively rapid phases of the Internet and telecommunications cycles
(measured in years, not decades), but two factors must be considered. First, the Internet and
telecommunications cycles were relatively recent, so they are more affected by the acceleration
of paradigm shift (as discussed in chapter 1). So recent adoption cycles (boom, bust, and
recovery) will be much faster than ones that started forty years ago. Second, the AI revolution is



the most profound transformation that human civilization will experience, so it will take longer
to mature than less complex technologies. It is characterized by the mastery of the most
important and most powerful attribute of human civilization, indeed of the entire sweep of
evolution on our planet: intelligence.

It's the nature of technology to understand a phenomenon and then engineer systems that
concentrate and focus that phenomenon to greatly amplify it. For example, scientists discovered
a subtle property of curved surfaces known as Bernoulli's principle: a gas (such as air) travels
more quickly over a curved surface than over a flat surface. Thus, air pressure over a curved
surface is lower than over a flat surface. By understanding, focusing, and amplifying the
implications of this subtle observation, our engineering created all of aviation. . Once we
understand the principles of intelligence, we will have a similar opportunity to focus,
concentrate, and amplify its powers.

As we reviewed in chapter 4, every aspect of understanding, modeling, and simulating
the human brain is accelerating: the price-performance and temporal and spatial resolution of
brain scanning, the amount of data and knowledge available about brain function, and the
sophistication of the models and simulations of the brain's varied regions.

We already have a set of powerful tools that emerged from AI research and that have
been refined and improved over several decades of development. The brain reverse-engineering
project will greatly augment this toolkit by also providing a panoply of new, biologically
inspired, self-organizing techniques. We will ultimately be able to apply engineering's ability to
focus and amplify human intelligence vastly beyond the hundred trillion extremely slow
interneuronal connections that each of us struggles with today. Intelligence will then be fully
subject to the law of accelerating returns, which is currently doubling the power of information
technologies every year.

An underlying problem with artificial intelligence that I have personally experienced in
my forty years in this area is that as soon as an AI technique works, it's no longer considered AI
and is spun off as its own field (for example, character recognition, speech recognition, machine
vision, robotics, data mining, medical informatics, automated investing).

Computer scientist Elaine Rich defines AI as "the study of how to make computers do
things at which, at the moment, people are better." Rodney Brooks, director of the MIT AI Lab,
puts it a different way: "Every time we figure out a piece of it, it stops being magical; we say,
Oh, that'sjust a computation I am also reminded of Watson's remark to Sherlock Holmes, "I
thought at first that you had done something clever, but I see that there was nothing in it after
all." 164 That has been our experience as AI scientists. The enchantment of intelligence seems to
be reduced to "nothing" when we fully understand its methods. The mystery that is left is the
intrigue inspired by the remaining, not as yet understood methods of intelligence.

AI's Toolkit
<epi>AI is the study of techniques for solving exponentially hard problems in polynomial time
by exploiting knowledge about the problem domain.

<epis>—Elaine Rich

<tx>As I mentioned in chapter 4, it's only recently that we have been able to obtain
sufficiently detailed models of how human brain regions function to influence AI design. Prior to
that, in the absence of tools that could peer into the brain with sufficient resolution, AI scientists
and engineers developed their own techniques. Just as aviation engineers did not model the
ability to fly on the flight of birds, these early AI methods were not based on reverse engineering
natural intelligence.



A small sample of these approaches is reviewed here. Since their adoption, they have
grown in sophistication, which has enabled the creation of practical products that avoid the
fragility and high error rates of earlier systems.

<h2>Expert systems. <tx>In the 1970s AI was often equated with one specific method:
expert systems. This involves the development of specific logical rules to simulate the decision-
making processes of human experts. A key part of the procedure entails knowledge engineers
interviewing domain experts such as doctors and engineers to codify their decision-making rules.

There were early successes in this area, such as medical diagnostic systems that
compared well to human physicians, at least in limited tests. For example, a system called
MYCIN, which was designed to diagnose and recommend remedial treatment for infectious
diseases, was developed through the 1970s. In 1979 a team of expert evaluators compared
diagnosis and treatment recommendations by MYCIN to those of human doctors and found that
MYCIN did as well as or better than any of the physicians. 165

It became apparent from this research that human decision making typically is based not
on definitive logic rules but rather on "softer" types of evidence. A dark spot on a medical
imaging test may suggest cancer, but other factors such as its exact shape, location, and contrast
are likely to influence a diagnosis. The hunches of human decision making are usually
influenced by combining many pieces of evidence from prior experience, none definitive by
itself. Often we are not even consciously aware of many of the rules that we use.

By the late 1980s expert systems were incorporating the idea of uncertainty and could
combine many sources of probabilistic evidence to make a decision. The MYCIN system
pioneered this approach. A typical MYCIN "rule" reads:

<ext>If the infection which requires therapy is meningitis, and the type of the infection is
fungal, and organisms were not seen on the stain of the culture, and the patient is not a
compromised host, and the patient has been to an area that is endemic for
coccidiomycoses, and the race of the patient is Black, Asian, or Indian, and the
cryptococcal antigen in the csf test was not positive, THEN there is a 50 percent chance
that cryptococcus is not one of the organisms which is causing the infection.

<tx>Although a single probabilistic rule such as this would not be sufficient by itself to make a
useful statement, by combining thousands of such rules the evidence can be marshaled and
combined to make reliable decisions.

Probably the longest-running expert system project is CYC (for enCYClopedic), created
by Doug Lenat and his colleagues at Cycorp. Initiated in 1984, CYC has been coding
commonsense knowledge to provide machines with an ability to understand the unspoken
assumptions underlying human ideas and reasoning. The project has evolved from hard-coded
logical rules to probabilistic ones and now includes means of extracting knowledge from written
sources (with human supervision). The original goal was to generate one million rules, which
reflects only a small portion of what the average human knows about the world. Lenat' s latest
goal is for CYC to master "100 million things, about the number a typical person knows about
the world by 1997."166

Another ambitious expert system is being pursued by Darryl Macer, associate professor
of Biological Sciences at the University of Tsukuba in Japan. He plans to develop a system
incorporating all human ideas.1 One application would be to inform policy makers of which
ideas are held by which community.

<h2>Bayesian nets. <tx>Over the last decade a technique called Bayesian logic has
created a robust mathematical foundation for combining thousands or even millions of such



probabilistic rules in what are called "belief networks" or Bayesian nets. Originally devised by
English mathematician Thomas Bayes, and published posthumously in 1763, the approach is
intended to determine the likelihood of future events based similar occurrences in the past. 168

Many expert systems based on Bayesian techniques gather data from experience in an ongoing
fashion, thereby continually learning and improving their decision making.

The most promising type of spam filters are based on this method. I personally use a
spam filter called SpamBayes, which trains itself on e-mail that you have identified as either
"spam" or "okay." You start out by presenting a folder of each to the filter. It trains its
Bayesian belief network on these two files and analyzes the patterns of each, thus enabling it to
automatically move subsequent e-mail into the proper category. It continues to train itself on
every subsequent e-mail, especially when it's corrected by the user. This filter has made the
spam situation manageable for me, which is saying a lot, as it weeds out two hundred to three
hundred spam messages each day, letting over one hundred "good" messages through. Only
about 1 percent of the messages it identifies as "okay" are actually spam; it almost never marks a
good message as spam. The system is almost as accurate as I would be and much faster.

<h2>Markov models. <tx>Another method that is good at applying probabilistic
networks to complex sequences of information involves Markov models. 170 Andrei Andreyevich
Markov (1856-1922), a renowned mathematician, established a theory of "Markov chains,"
which was refined by Norbert Wiener (1894-1964) in 1923. The theory provided a method to
evaluate the likelihood that a certain sequence of events would occur. It has been popular, for
example, in speech recognition, in which the sequential events are phonemes (parts of speech).
The Markov models used in speech recognition code the likelihood that specific patterns of
sound are found in each phoneme, how the phonemes influence each other, and likely orders of
phonemes. The system can also include probability networks on higher levels of language, such
as the order of words. The actual probabilities in the models are trained on actual speech and
language data, so the method is self-organizing.

Markov modeling was one of the methods my colleagues-and I used in our own speech-
recognition development. 171 Unlike phonetic approaches, in which specific rules about phoneme
sequences are explicitly coded by human linguists, we did not tell the system that there are
approximately forty-four phonemes in English, nor did we tell it what sequences of phonemes
were more likely than others. We let the system discover these "rules" for itself from thousands
of hours of transcribed human speech data. The advantage of this approach over hand-coded
rules is that the models develop subtle probabilistic rules of which human experts are not
necessarily aware.

<h2>Neural nets. <tx> Another popular self-organizing method that has also been used
in speech recognition and a wide variety of other pattern-recognition tasks is neural nets. This
technique involves simulating a simplified model of neurons and interneuronal connections. One
basic approach to neural nets can be described as follows. Each point of a given input (for
speech, each point represents two dimensions, one being frequency and the other time; for
images, each point would be a pixel in a two-dimensional image) is randomly connected to the
inputs of the first layer of simulated neurons. Every connection has an associated synaptic
strength, which represents its importance and which is set at a random value. Each neuron adds
up the signals coming into it. If the combined signal exceeds a particular threshold, the neuron
fires and sends a signal to its output connection; if the combined input signal does not exceed the
threshold, the neuron does not fire, and its output is zero. The output of each neuron is randomly
connected to the inputs of the neurons in the next layer. There are multiple layers (generally
three or more), and the layers may be organized in a variety of configurations. For example, one
layer may feed back to an earlier layer. At the top layer, the output of one or more neurons, also



randomly selected, provides the answer (For an algorithmic description of neural nets, see this
endnote. 172).

Since the neural-net wiring and synaptic weights are initially set randomly, the answers
of an untrained neural net will be random. The key to a neural net, therefore, is that it must learn
its subject matter. Like the mammalian brains on which it's loosely modeled, a neural net starts
out ignorant. The neural net's teacher—which may be a human, a computer program, or perhaps
another, more mature neural net that has already learned its lessons—rewards the student neural
net when it generates the right output and punishes it when it does not. This feedback is in turn
used by the student neural net to adjust the strengths of each interneuronal connection.
Connections that were consistent with the right answer are made stronger. Those that advocated
a wrong answer are weakened. Over time, the neural net organizes itself to provide the right
answers without coaching. Experiments have shown that neural nets can learn their subject
matter even with unreliable teachers. If the teacher is correct only 60 percent of the time, the
student neural net will still learn its lessons.

A powerful, well-taught neural net can emulate a wide range of human pattern-
recognition faculties. Systems using multilayer neural nets have shown impressive results in a
wide variety of pattern-recognition tasks, including recognizing handwriting, human faces, fraud
in commercial transactions such as credit-card charges, and many others. In my own experience
in using neural nets in such contexts, the most challenging engineering task is not coding the nets
but in providing automated lessons for them to learn their subject matter.

The current trend in neural nets is to take advantage of more realistic and more complex
models of how actual biological neural nets work, now that we are developing detailed models of
neural functioning from brain reverse engineering.173 Since we do have several decades of
experience in using self-organizing paradigms, new insights from brain studies can be quickly
adapted to neural-net experiments. s

Neural nets are also naturally amenable to parallel processing,?since that is how the brain
works. The human brain does not have a central processor that simulates each neuron. Rather, we
can consider each neuron and each interneuronal connection to be an individual slow processor.
Extensive work is under way to develop specialized chips that implement neural-net
architectures in parallel to provide substantially greater throughput.174

<h2>Genetic algorithms (GAs). <tx>Another self-organizing paradigm inspired by
nature is genetic, or evolutionary, algorithms, which emulate evolution, including sexual
reproduction and mutations. Here is a simplified description of how they work. First, determine a
way to code possible solutions to a given problem. If the problem is optimizing the design
parameters for a jet engine, define a list of the parameters (with a specific number of bits
assigned to each parameter). This list is regarded as the genetic code in the genetic algorithm.
Then randomly generate thousands or more genetic codes. Each such genetic code (which
represents one set of design parameters) is considered a simulated "solution" organism.

Now evaluate each simulated organism in a simulated environment by using a defined
method to evaluate each set of parameters. This evaluation is a key to the success of a genetic
algorithm. In our example, we would apply each solution organism to a jet-engine simulation and
determine how successful that set of parameters is, according to whatever criteria we are
interested in (fuel consumption, speed, and so on). The best solution organisms (the best designs)
are allowed to survive, and the rest are eliminated.

Now have each of the survivors multiply themselves until they reach the same number of
solution creatures. This is done by simulating sexual reproduction. In other words, each new
offspring solution draws part of its genetic code from one parent and another part from a second
parent. Usually no distinction is made between male or female organisms; it's sufficient to



generate an offspring from two arbitrary parents. As they multiply, allow some mutation
(random change) in the chromosomes to occur.

We've now defined one generation of simulated evolution; now repeat these steps for
each subsequent generation. At the end of each generation determine how much the designs have
improved. When the improvement in the evaluation of the design creatures from one generation
to the next becomes very small, we stop this iterative cycle of improvement and use the best
design(s) in the last generation .(For an algorithmic description of genetic algorithms, see this
endnote ).

The key to a GA is that the human designers don't directly program a solution; rather,
they let one emerge through an iterative process of simulated competition and improvement. As
we discussed, biological evolution is smart but slow, so to enhance its intelligence we retain its
discernment while greatly speeding up its ponderous pace. The computer is fast enough to
simulate many generations in a matter of hours or days or weeks. But we have to go through this
iterative process only once; once we have let this simulated evolution run its course, we can
apply the evolved and highly refined rules to real problems in a rapid fashion.

Like neural nets GAs are a way to harness the subtle but profound patterns that exist in
chaotic data. A key requirement for their success is a valid way of evaluating each possible
solution. This evaluation needs to be fast because it must take account of many thousands of
possible solutions for each generation of simulated evolution.

GAs are adept at handling problems with too many variables to compute precise analytic
solutions. The design of a jet engine, for example, involves more than one hundred variables and
requires satisfying dozens of constraints. GAs used by researchers at General Electric were able
to come up with engine designs that met the constraints more precisely than conventional
methods.

When using GAs you must, however, be careful what you ask for. University of Sussex
researcher Jon Bird used a GA to optimally design an oscillator circuit. Several attempts
generated conventional designs using a small number of transistors, but the winning design was
not an oscillator at all but a simple radio circuit. Apparently the GA discovered that the radio
circuit picked up an oscillating hum from a nearby computer.176 The GA' s solution worked only
in the exact location on the table where it was asked to solve the problem.

Genetic algorithms, part of the field of chaos or complexity theory, are being
increasingly used to solve otherwise intractable business problems, such as optimizing complex
supply chains. This approach is beginning to supplant more analytic methods throughout
industry. (See examples below.) The paradigm is also adept at recognizing patterns, and is often
combined with neural nets and other self-organizing methods. It's also a reasonable way to write
computer software, particularly software that needs to find delicate balances for competing
resources.

In the novel usr/bin/god, Cory Doctorow, a leading science-fiction writer, uses an
intriguing variation of a GA to evolve an AI. The GA generates a large number of intelligent
systems based on various intricate combinations of techniques, with each combination
characterized by its genetic code. These systems then evolve using a GA.

The evaluation function works as follows: each system logs on to various human chat
rooms and tries to pass for a human, basically a covert Turing test. If one of the humans in a chat
room says something like "What are you, a chatterbot?" (chatterbot meaning an automatic
program, that at today's level of development is expected to not understand language at a human
level), the evaluation is over, that system ends its interactions, and reports its score to the GA.
The score is determined by how long it was able to pass for human without being challenged in



this way. The GA evolves more and more intricate combinations of techniques that are
increasingly capable of passing for human.

The main difficulty with this idea is that the evaluation function is fairly slow, although it
will take an appreciable amount of time only once the systems are reasonably intelligent. Also,
the evaluations can take place largely in parallel. It's an interesting idea and may actually be a
useful method to finish the job of passing the Turing test, once we get to the point where we have
sufficiently sophisticated algorithms to feed into such a GA, so that evolving a Turing-capable
AI is feasible.

<h2>Recursive search. <tx>Often we need to search through vast number of
combinations of possible solutions to solve a given problem. A classic example is in playing
games such as chess. As a player considers her next move, she can list all of her possible moves,
and then, for each such move, all possible countermoves by the opponent, and so on. It is
difficult, however, for human players to keep a huge "tree" of move-countermove sequences in
their heads, and so they rely on pattern recognition—recognizing situations based on prior
experience—whereas machines use logical analysis of millions of moves and countermoves.

Such a logical tree is at the heart of most game-playing programs. Consider how this is
done. We construct a program called Pick Best Next Step to select each move. Pick Best Next
Step starts by listing all of the possible moves from the current state of the board. (If the problem
was solving a mathematical theorem, rather than game moves, the program would list all of the
possible next steps in a proof.) For each move the program constructs a hypothetical board that
reflects what would happen if we made this move. For each such hypothetical board, we now
need to consider what our opponent would do if we made this move. Now recursion comes in,
because Pick Best Next Step simply calls Pick Best Next Step (in other words, itself) to pick the
best move for our opponent. In calling itself, Pick Best Next Step then lists all of the legal moves
for our opponent.

The program keeps calling itself, looking ahead as many moves as we have time to
consider, which results in the generation of a huge move-countermove tree. This is another
example of exponential growth, because to look ahead an additional move (or countermove)
requires multiplying the amount of available computation by about five. Key to the success of
the recursive formula is pruning this huge tree of possibilities and ultimately stopping its growth.
In the game context, if a board looks hopeless for either side, the program can stop the expansion
of the move-countermove tree from that point (called a "terminal leaf of the tree) and consider
the most recently considered move to be a likely win or loss. When all of these nested program
calls are completed, the program will have determined the best possible move for the current
actual board within the limits of the depth of recursive expansion that it had time to pursue, and
the quality of its pruning algorithm (For an algorithmic description of recursive search, see this
endnote. 7).

The recursive formula is often effective at mathematics. Rather than game moves, the
"moves" are the axioms of the field of math being addressed, as well as previously proved
theorems. The expansion at each point is the possible axioms (or previously proved theorems)
that can be applied to a proof at each step. (This was the approach used by Newell, Shaw, and
Simons' s General Problem Solver.)

From these examples it may appear that recursion is well suited only for problems in
which we have crisply defined rules and objectives. But it has also shown promise in computer
generation of artistic creations. For example, a program I designed called Ray Kurzweil's
Cybernetic Poet uses a recursive approach.178 The program establishes a set of goals for each
word—achieving a certain rhythmic pattern, poem structure, and word choice that is desirable at
that point in the poem. If the program is unable to find a word that meets these criteria, it backs



up and erases the previous word it has written, reestablishes the criteria it had originally set for
the word just erased, and goes from there. If that also leads to a dead end, it backs up again, thus
moving backwards and forwards. Eventually, it forces itself to make up its mind by relaxing
some of the constraints if all paths lead to dead ends.

Black (computer)...is deciding on a move

White (you)

<bh>Deep Fritz Draws: Are Humans Getting Smarter, or Are Computers Getting
Stupider?

<btx>We find one example of qualitative improvements in software in the world of computer
chess, which, according to common wisdom, is governed only by the brute-force expansion of computer
hardware. In a chess tournament in October 2002 with top-ranking human player Vladimir Kramnik, the
Deep Fritz software achieved a draw. I point out that Deep Fritz has available only about 1.3 percent of the
brute-force computation as the previous computer champion, Deep Blue. Despite that, it plays chess at
about the same level because of its superior pattern recognition—based pruning algorithm (see below). In six
years a program like Deep Fritz will again achieve Deep Blue's ability to analyze two hundred million
board positions per second. Deep Fπtz-like chess programs running on ordinary personal computers will
routinely defeat all humans later in this decade.

In The Age of Intelligent Machines, which I wrote between 1986 and 1989, 1predicted that a
computer would defeat the human world chess champion by the end of the 1990s. I also noted that



computers were gaining about forty-five points per year in their chess ratings, whereas the best human
playing was essentially fixed, so this projected a crossover point in 1998. Indeed, Deep Blue did defeat
Gary Kasparov in a highly publicized tournament in 1997.

Yet in the Deep Fritz-Kramnik match, the current reigning computer program was able to achieve
only a tie. Five years had passed since Deep Blue's victory, so what are we to make of this situation?
Should we conclude that:

<bnl>l . Humans are getting smarter, or at least better at chess?
2. Computers are getting worse at chess? If so, should we conclude that the much- publicized

improvement in computer speed over the past five years was not all it was cracked up to be? Or, that
computer software is getting worse, at least in chess?

<bsh>The specialized-hardware advantage. <btx>Neither of the above conclusions is
warranted. The correct conclusion is that software is getting better because Deep Fritz essentially matched
the performance of Deep Blue, yet with far smaller computational resources. To gain some insight into
these questions, we need to examine a few essentials. When I wrote my predictions of computer chess in
the late 1980s, Carnegie Mellon University was embarked on a program to develop specialized chips for
conducting the "minimax" algorithm (the standard game-playing method that relies on building trees of
move-countermove sequences, and then evaluating the terminal-leaf positions of each branch of the tree)
specifically for chess moves.

Based on this specialized hardware CMU's 1988 chess machine, HiTech, was able to analyze
175,000 board positions per second. It achieved a chess rating of 2,359, only about 440 points below the
human world champion.

A year later, in 1989, CMU's Deep Thought machine increased this capacity to one million board
positions per second and achieved a rating of 2,400. IBM eventually took over the project and renamed it
Deep Blue but kept the basic CMU architecture. The version of Deep Blue that defeated Kasparov in 1997
had 256 special-purpose chess processors working in parallel, which analyzed two hundred million board
positions per second.

It is important to note the use of specialized hardware to accelerate the specific calculations
needed to generate the minimax algorithm for chess moves. It's well-known to computer-systems designers
that specialized hardware generally can implement a specific algorithm at least one hundred times faster
than a general-purpose computer. Specialized ASICs (Application-specific Integrated Circuits) require
significant development efforts and costs, but for critical calculations that are needed on a repetitive basis
(for example, decoding MP3 files or rendering graphics primitives for video games), this expenditure can
be well worth the investment.

<bsh>Deep Blue versus Deep Fritz. <btx>Because there had always been a great deal of focus
on the milestone of a computer's being able to defeat a human opponent, support was available for
investing in special-purpose chess circuits. Although there was some lingering controversy regarding the
parameters of the Deep Blue-Kasparov match, the level of interest in computer chess waned considerably
after 1997. After all, the goal had been achieved, and there was little point in beating a dead horse. IBM
canceled work on the project, and there has been no work on specialized chess chips since that time. The
focus of research in the various domains spun out of AI has been placed instead on problems of greater
consequence, such as guiding airplanes, missiles, and factory robots, understanding natural language,
diagnosing electrocardiograms and blood-cell images, detecting credit-card fraud, and a myriad of other
successful narrow AI applications.

Computer hardware has nonetheless continued its exponential increase, with personal-computer speeds
doubling every year since 1997. Thus the general-purpose Pentium processors used by Deep Fritz are about
thirty-two times faster than processors in 1997. Deep Fritz uses a network of only eight personal
computers, so the hardware is equivalent to 256 1997-class personal computers. Compare that to Deep
Blue, which used 256 specialized chess processors, each of which was about one hundred times faster than
1997 personal computers (of course, only for computing chess minimax). So Deep Blue was 25,600 times
faster than a 1997 PC and one hundred times faster than Deep Fritz. This analysis is confirmed by the
reported speeds of the two systems: Deep Blue can analyze 200 million board positions per second
compared to only about 2.5 million for Deep Fritz

<bsh>Significant software gains. <btx>So what can we say about the software in Deep Fritz?
Although chess machines are usually referred to as examples of brute-force calculation, there is one
important aspect of these systems that does require qualitative judgment. The combinatorial explosion of
possible move-countermove sequences is rather formidable.



In 77je Age of Intelligent Machines I estimated that it would take about forty billion years to make
one move if we failed to prune the move-countermove tree and attempted to make a "perfect" move in a
typical game. (Assuming about thirty moves each in a typical game and about eight possible moves per
play, we have 830 possible move sequences; analyzing one billion move sequences per second would take
10 18 seconds or forty billion years.) Thus a practical system needs to continually prune away unpromising
lines of action. This requires insight and is essentially a pattern-recognition judgment.

Humans, even world-class chess masters, perform the minimax algorithm extremely slowly,
generally performing less than one move-countermove analysis per second. So how is it that a chess master
can compete at all with computer systems? The answer is that we possess formidable powers of pattern
recognition, which enable us to prune the tree with great insight.

It's precisely in this area that Deep Fritz has improved considerably over Deep Blue. Deep Fritz has
only slightly more computation available than CMU's Deep Thought yet is rated almost 400 points higher.

<bsh>Are human chess players doomed? <btx> Another prediction I made in The Age of
Intelligent Machines was that once computers did perform as well or better as humans in chess, we would
either think more of computer intelligence, less of human intelligence, or less of chess, and that if history is
a guide, the last of these would be the likely outcome. Indeed, that is precisely what happened. Soon after
Deep Blue's victory we began to hear a lot about how chess is really just a simple game of calculating
combinations and that the computer victory just demonstrated that it was a better calculator.

The reality is slightly more complex. The ability of humans to perform well in chess is clearly not due
to our calculating prowess, at which we are in fact rather poor. We use instead a quintessentially human
form of judgment. For this type of qualitative judgment, Deep Fritz represents genuine progress over earlier
systems. (Incidentally, humans have made no progress in the last five years, with the top human scores
remaining just below 2,800. Kasparov is rated at 2,795 and Kramnik at 2,794.)

Where we go from here? Now that computer chess is relying on software running on ordinary
personal computers, chess programs will continue to benefit from the ongoing acceleration of computer
power. By 2009 a program like Deep Fritz will again achieve Deep Blue's ability to analyze two hundred
million board positions per second. With the opportunity to harvest computation on the Internet, we will be
able to achieve this potential several years sooner than 2009. (Internet harvesting of computers will require
more ubiquitous broadband communication, but that's coming, too).

With these inevitable speed increases, as well as ongoing improvements in pattern recognition,
computer chess ratings will continue to edge higher. Deep Fritz-like programs running on ordinary t
personal computers will routinely defeat all humans later in this decade. Then we'll really lose interest in
chess.

<h2>Combining methods. <tx>The most powerful approach to building robust AI
systems is to combine approaches, which is how the human brain works. As we discussed, the
brain is not one big neural net but instead consists of hundreds of regions, each of which is
optimized for processing information in a different way. None of these regions by itself operates
at what we would consider human levels of performance, but clearly by definition the overall
system does exactly that.

I've used this approach in my own AI work, especially in pattern recognition. In speech
recognition, for example, we implemented a number of different pattern-recognition systems
based on different paradigms. Some were specifically programmed with knowledge of phonetic
and linguistic constraints from experts. Some were based on rules to parse sentences (which
involves creating sentence diagrams showing word usage, similar to the diagrams taught in grade
school). Some were based on self-organizing techniques, such as Markov models, trained on
extensive libraries of recorded and annotated human speech. We then programmed a software
"expert manager" to learn the strengths and weaknesses of the different "experts" (recognizers)
and combine their results in optimal ways. In this fashion, a particular technique that by itself
might produce unreliable results can nonetheless contribute to increasing the overall accuracy of
the system.

There are many intricate ways to combine the varied methods in AFs toolbox. For
example, one can use a genetic algorithm to evolve the optimal topology (organization of nodes



and connections) for a neural net or a Markov model. The final output of the GA-evolved neural
net can then be used to control the parameters of a recursive search algorithm. We can add in
powerful signal- and image-processing techniques that have been developed for pattern-
processing systems. Each specific application calls for a different architecture. Computer science
professor and AI entrepreneur Ben Goertzel has written a series of books and articles that
describe strategies and architectures for combining the diverse methods underlying intelligence.
His "Novamente" architecture is intended to provide a framework for general purpose AI. 179

The above basic descriptions provide only a glimpse into how increasingly sophisticated
current AI systems are designed. It's beyond the scope of this book to provide a comprehensive
description of the techniques of AI, and even a doctoral program in computer science is unable to
cover all of the varied approaches in use today.

Many of the examples of real-world narrow AI systems described in the next section use
a variety of methods integrated and optimized for each particular task. Narrow AI is
strengthening as a result of several concurrent trends: continued exponential gains in
computational resources, extensive real-world experience with thousands of applications, and
fresh insights into how the human brain makes intelligent decisions.

A Narrow AI Sampler
<tx>When I wrote my first AI book, The Age of Intelligent Machines in the late 1980s,, I

had to conduct extensive investigations to find a few successful examples of AI in practice. The
Internet was not yet prevalent, so I had to go to real libraries and visit the AI research centers in
the United States, Europe, and Asia. I included in my book pretty much all of the reasonable
examples I could identify. In my research for this book my experience has been altogether
different. I have been inundated with thousands of corripelling examples. In our reporting on the
KurzweilAI.net Web site, we feature several dramatic systems every day.180

A 2003 study by Business Communication Company projected a $21 billion market by
2007 for AI applications, with average annual growth of 12.2 percent from 2002 to 2007. 181

Leading industries for AI applications include business intelligence, customer relations, finance,
defense and domestic security, and education. Here is a small sample of narrow AI in action.

<h2>Military and intelligence. <tx>The U.S. military has been an avid user of AI
systems. Pattern-recognition software systems guide autonomous weapons such as cruise
missiles, which can fly thousands of miles to find a specific building or even a specific
window. 182 Although the relevant details of the terrain that the missile flies over are programmed
ahead of time, variations in weather, ground cover, and other factors require a flexible level of
real-time image recognition.

The army has developed prototypes of self-organizing communication networks (called
"mesh networks") to automatically configure many thousands of communication nodes when a
platoon is dropped into a new location. 18

Expert systems incorporating Bayesian networks and GAs are used to optimize complex
supply chains that coordinate millions of provisions, supplies, and weapons based on rapidly
changing battlefield requirements.

AI systems are routinely employed to simulate the performance of weapons, including
nuclear bombs and missiles.

Advance warning of the September 11, 2001, terrorist attacks was apparently detected by
the National Security Agency's Al-based Echelon system, which analyzes the agency's extensive
monitoring of communications traffic. 184 Unfortunately, Echelon's warnings were not reviewed
by human agents until it was too late.



The 2002 military campaign in Afghanistan saw the debut of the armed Predator, an
unmanned robotic flying fighter. Although the Air Force's Predator had been under development
for many years, arming it with Army-supplied missiles was a last-minute improvisation that
proved remarkably successful. In the Iraq war that began in 2003 the armed Predator (operated
by the CIA) and other flying unmanned aerial vehicles (UAVs) destroyed thousands of enemy
tanks and missile sites.

All of the military services are using robots. The army utilizes them to search caves (in
Afghanistan) and buildings. The navy uses small robotic ships to protect its aircraft carriers. As I
discuss in the next chapter, moving soldiers away from battle is a rapidly growing trend.

<h2>Space exploration. <tx>NASA is building self-understanding into the software
controlling its unmanned spacecraft. Because Mars is about three light-minutes from Earth, and
Jupiter around forty light-minutes (depending on the exact position of the planets),
communication between spacecraft headed there and earthbound controllers is significantly
delayed. For this reason it's important that the software controlling these missions have the
capability of performing its own tactical decision making. To accomplish this NASA software is
being designed to include a model of the software's own capabilities and those of the spacecraft,
as well as the challenges each mission is likely to encounter. Such Al-based systems are capable
of reasoning through new situations rather than just following preprogrammed rules. This
approach enabled the craft Deep Space One in 1999 to use its own technical knowledge to devise
a series of original plans to overcome a stuck switch that threatened to destroy its mission of
exploring an asteroid.185 The AI system's first plan failed to work, but its second plan saved the
mission. "These systems have a commonsense model of the physics of their internal :
components," explains Brian Williams, coinventor of Deep Space One's autonomous software
and now a scientist at MIT's Space Systems and AI laboratories. "[The spacecraft] can reason
from that model to determine what is wrong and to know how to act."

Using a network of computers NASA used GAs to evolve an antenna design for three
Space Technology 5 satellites that will study the Earth's magnetic field. Millions of possible
designs competed in the simulated evolution. According to NASA scientist and project leader
Jason Lohn, "We are now using the [GA] software to design tiny microscopic machines,
including gyroscopes, for spaceflight navigation. The software also may invent designs that no
human designer would ever think of."186

Another NASA AI system learned on its own to distinguish stars from galaxies in very
faint images with an accuracy surpassing that of human astronomers.

New land-based robotic telescopes are able to make their own decisions on where to look
and how to optimize the likelihood of finding desired phenomena. Called "autonomous, semi-
intelligent observatories," the systems can adjust to the weather, notice items of interest, and
decide on their own to track them. They are able to detect very subtle phenomena, such as a star
blinking for a nanosecond, which may indicate a small asteroid in the outer regions of our solar
system passing in front of the light from that star.187 One such system, called Moving Object and
Transient Event Search System (MOTESS) has identified on its own 180 new asteroids and
several comets during its first two years of operation. "We have an intelligent observing system,"
explained University of Exeter astronomer Alasdair Allan. "It thinks and reacts for itself,
deciding whether something it has discovered is interesting enough to need more observations. If
more observations are needed, it just goes ahead and gets them."

Similar systems are used by the military to automatically analyze data from spy satellites.
Current satellite technology is capable of observing ground-level features about an inch in size
and is not affected by bad weather, clouds, or darkness.188 The massive amount of data



continually generated would not be manageable without automated image recognition
programmed to look for relevant developments.

<h2>Medicine. <tx>If you obtain an electrocardiogram (ECG) your doctor is likely to
receive an automated diagnosis using pattern recognition applied to ECG recordings. My own
company (Kurzweil Technologies) is working with United Therapeutics to develop a new
generation of automated ECG analysis for long-term unobtrusive monitoring (via sensors
embedded in clothing and wireless communication using a cell phone) of the early warning signs
of heart disease. 189 Other pattern-recognition systems are used to diagnose a variety of imaging
data.

Every major drug developer is using AI programs to do pattern recognition and
intelligent data mining in the development of new drug therapies. For example SRI International
is building flexible knowledge bases that encode everything we know about a dozen disease
agents, including tuberculosis and H.pylori (the bacteria that cause ulcers).190 The goal is to
apply intelligent data-mining tools (software that can search for new relationships in data) to find
new ways to kill or disrupt the metabolisms of these pathogens.

Similar systems are being applied to performing the automatic discovery of new therapies
for other diseases, as well as understanding the function of genes and their roles in disease.191 For
example Abbott Laboratories claims that six human researchers in one of its new labs equipped
with AI-based robotic and data-analysis systems are able to match the results of two hundred
scientists in its older drug-development labs.192

Men with elevated prostate-specific antigen (PSA) levels typically undergo surgical
biopsy, but about 75 percent of these men do not have prostate cancer. A new test, based on
pattern recognition of proteins in the blood, would reduce this false positive rate to about 29
percent.193 The test is based on an AI program designed by Correlogic Systems in Bethesda,
Maryland, and the accuracy is expected to improve further with continued development.

Pattern recognition applied to protein patterns has also been used in the detection of
ovarian cancer. The best contemporary test for ovarian cancer, called CA-125, employed in
combination with ultrasound, misses almost all early-stage tumors. "By the time it is now
diagnosed, ovarian cancer is too often deadly," says Emanuel Petricoin III, codirector of the
Clinical Proteomics Program run by the FDA and the National Cancer Institute. Petricoin is the
lead developer of a new AI-based test looking for unique patterns of proteins found only in the
presence of cancer. In an evaluation involving hundreds of blood samples, the test was,
according to Petricoin, "an astonishing 100% accurate in detecting cancer, even at the earliest
stages." 1 4

About 10 percent of all Pap-smear slides in the United States are analyzed by a self-
learning AI program called FocalPoint, developed by TriPath Imaging. The developers started
out by interviewing pathologists on the criteria they use. The AI system then continued to learn
by watching expert pathologists. Only the best human diagnosticians were allowed to be
observed by the program. "That's the advantage of an expert system," explains Bob Schmidt,
TriPath's technical product manager. "It allows you to replicate your very best people."

Ohio State University Health System has developed a computerized physician order-entry
(CPOE) system based on an expert system with extensive knowledge across multiple
specialties.195 The system automatically checks every order for possible allergies in the patient,
drug interactions, duplications, drug restrictions, dosing guidelines, and appropriateness given
information about the patient from the hospital's laboratory and radiology departments.

<h2>Science and math. <tx>A "robot scientist" has been developed at the University of
Wales that combines an AI-based system capable of formulating original theories, a robotic
system that can automatically carry out experiments, and a reasoning engine to evaluate results.



The researchers provided their creation with a model of gene expression in yeast. The system
"automatically originates hypotheses to explain observations, devises experiments to test these
hypotheses, physically runs the experiments using a laboratory robot, interprets the results to
falsity hypotheses inconsistent with the data, and then repeats the cycle." 196 The system is
capable of improving its performance by learning from its own experience. The experiments
designed by the robot scientist were three times less expensive than those designed by human
scientists. A test of the machine against a group of human scientists showed that the discoveries
made by the machine were comparable to those made by the humans.

Mike Young, director of biology at the University of Wales, was one of the human
scientists who lost to the machine. He explains that "the robot did beat me, but only because I hit
the wrong key at one point."

A long-standing conjecture in algebra was finally proved by an AI system at Argonne
National Laboratory. Human mathematicians called the proof "creative."

<h2>Business, finance, and manufacturing. <tx>Companies in every industry are
using AI systems to control and optimize logistics, detect fraud and money laundering, and
perform intelligent data mining on the horde of information they gather each day. Wal-Mart, for
example, gathers vast amounts of information from its transactions with shoppers. AI-based tools
using neural nets and expert systems review this data to provide market-research reports for
managers. This intelligent data mining allows them to make remarkably accurate predictions of
the inventory required for each product in each store for each day.197

AI-based programs are routinely used to detect fraud in financial transactions. Future
Route, an English company, for example, offers iHex, based on AI routines developed at Oxford
University, to detect fraud in credit-card transactions and loan applications. 198 The system
continuously generates and updates its own rules based on its experience. First Union Home
Equity Bank in Charlotte, North Carolina, uses Loan Arranger, a similar AI-based system to
decide whether to approve mortgage applications. 199

The NASDAQ similarly uses a learning program called the Securities Observation, News
Analysis, and Regulation (SONAR) system to monitor all trades for fraud as well as the
possibility of insider trading.200 As of the end of 2003 more than 180 incidents had been detected
by SONAR and referred to the U.S. Securities and Exchange Commission and Department of
Justice. These included several cases that later received significant news coverage.

Ascent Technology, founded by Patrick Winston, who directed MIT's AI Lab from 1972
through 1997, has designed an GA-based system called SmartAirport Operations Center (SAOC)
that can optimize the complex logistics of an airport, such as balancing work assignments of
hundreds of employees, making gate and equipment assignments, and managing a myriad of
other details.201 Winston points out that "figuring out ways to optimize a complicated situation is
what genetic algorithms do." SAOC has raised productivity by approximately 30 percent in the
airports where it has been implemented.

Ascent's first contract was to apply its AI techniques to managing the logistics for the
1991 Desert Storm campaign in Iraq. DARPA claimed that AI-based logistic-planning systems,
including the Ascent system, resulted in more savings than the entire government research
investment in AI over several decades.

A recent trend hi software is for AI systems to monitor a complex software system's
performance, recognize malfunctions, and determine the best way to recover automatically
without necessarily informing the human user. The idea stems from the realization that as
software systems become more complex, like humans, they will never be perfect, and that
eliminating all bugs is impossible. As humans, we use the same strategy: we don't expect to be
perfect, but we usually try to recover from inevitable mistakes. "We want to stand this notion of



systems management on its head," says Armando Fox, the head of Stanford University's
Software Infrastructures Group, who is working on what is now called "autonomic computing."
Fox adds, "The system has to be able to set itself up, it has to optimize itself. It has to repair
itself, and if something goes wrong, it has to know how to respond to external threats." IBM,
Microsoft, and other software vendors are all developing systems that incorporate autonomic
capabilities.

<h2>Manufacturing and robotics. <tx>Computer-integrated manufacturing (CIM)
increasingly employs AI techniques to optimize the use of resources, streamline logistics, and
reduce inventories through just-in-time purchasing of parts and supplies. A new trend in CIM
systems is to use "case-based reasoning" rather than hard-coded, rule-based expert systems. Such
reasoning codes knowledge as "cases," which are examples of problems with solutions. Initial
cases are usually designed by the engineers, but the key to a successful case-based reasoning
system is its ability to gather new cases from actual experience. The system is then able to apply
the reasoning from its stored cases to new situations.

Robots are extensively used in manufacturing. The latest generation of robots uses
flexible AI-based machine-vision systems—from companies such as Cognex Corporation in
Natick, Massachusetts—that can respond flexibly to varying conditions. This reduces the need
for precise setup for the robot to operate correctly. Brian Carlisle, CEO of Adept Technologies, a
Livermore, California, factory-automation company, points out that "even if labor costs were
eliminated [as a consideration], a strong case can still be made for automating with robots and
other flexible automation. In addition to quality and throughput, users gain by enabling rapid
product changeover and evolution that can't be matched with hard tooling."

One of AI's leading roboticists, Hans Moravec, has founded a company called Seegrid to
apply his machine-vision technology to applications in manufacturing, materials handling, and
military missions.203 Moravec's software enables a device (a robot or just a material-handling
cart) to walk or roll through an unstructured environment and in a single pass build a reliable
"voxel" (three-dimensional pixel) map of the environment. The robot can then use the map and
its own reasoning ability to determine an optimal and obstacle-free path to carry out its assigned
mission.

This technology enables autonomous carts to transfer materials throughout a
manufacturing process without the high degree of preparation required with conventional
preprogrammed robotic systems. In military situations autonomous vehicles could carry out
precise missions while adjusting to rapidly changing environments and battlefield conditions.

Machine vision is also improving the ability of robots to interact with humans. Using
small, inexpensive cameras, head- and eye-tracking software can sense where a human user is,
allowing robots, as well as virtual personalities on a screen, to maintain eye contact, a key
element for natural interactions. Head- and eye-tracking systems have been developed at
Carnegie Mellon University and MIT and are offered by small companies such as Seeing
Machines of Australia.

An impressive demonstration of machine vision was a vehicle that was driven by an AI
system with no human intervention for almost the entire distance from Washington, D.C., to San
Diego.204 Bruce Buchanan, computer-science professor at the University of Pittsburgh and
president of the American Association of Artificial Intelligence, pointed out that this feat would
have been "unheard of 10 years ago."

Palo Alto Research Center (PARC) is developing a swarm of robots that can navigate in
complex environments, such as a disaster zone, and find items of interest, such as humans who
may be injured. In a September 2004 demonstration at an AI conference in San Jose, they
demonstrated a group of self-organizing robots on a mock but realistic disaster area.205 The



robots moved over the rough terrain, communicated with one another, used pattern recognition
on images, and detected body heat to locate humans.

<h2>Speech and language. <tx>Dealing naturally with language is the most challenging
task of all for artificial intelligence. No simple tricks, short of fully mastering the principles of
human intelligence, will allow a computerized system to convincingly emulate human
conversation, even if restricted to just text messages. This was Turing's enduring insight in
designing his eponymous test based entirely on written language..

Although not yet at human levels, natural language-processing systems are making solid
progress. Search engines have become so popular that "Google" has gone from a proper noun to
a common verb, and its technology has revolutionized research and access to knowledge. Google
and other search engines use AI-based statistical-learning methods and logical inference to
determine the ranking of links. The most obvious failing of these search engines is their inability
to understand the context of words. Although an experienced user learns how to design a string
of keywords to find the most relevant sites (for example, a search for "computer chip" is likely to
avoid references to potato chips that a search for "chip" alone might turn up) what we would
really like to be able to do is converse with our search engines in natural language. Microsoft has
developed a natural-language search engine called Ask MSR (Ask MicroSoft Research), which
actually answers natural-language questions such as "When was Mickey Mantle born?"206 After
the system parses the sentence to determine the parts of speech (subject, verb, object, adjective
and adverb modifiers, and so on), a special search engine then finds matches based on the parsed
sentence. The found documents are searched for sentences that appear to answer the question,
and the possible answers are ranked. At least 75 percent of the time, the correct answer is in the
top three ranked positions, and incorrect answers are usually obvious (such as "Mickey Mantle
was born in 3"). The researchers hope to include knowledge bases that will lower the rank of
many of the nonsensical answers.

Microsoft researcher Eric Brill, who has led research on Ask MSR, has also attempted an
even more difficult task: building a system that provides answers of about fifty words to more
complex questions, such as, "How are the recipients of the Nobel Prize selected?" One of the
strategies used by this system is to find an appropriate FAQ section on the Web that answers the
query.

Natural-language systems combined with large-vocabulary, speaker-independent (that is,
responsive to any speaker) speech recognition over the phone are entering the marketplace to
conduct routine transactions. You can talk to British Airways' virtual travel agent about anything
you like as long as it has to do with booking flights on British Airways.207 You're also likely to
talk to a virtual person if you call Verizon for customer service or Charles Schwab and Merrill
Lynch to conduct financial transactions. These systems, while they can be annoying to some
people, are reasonably adept at responding appropriately to the often ambiguous and fragmented
way people speak. Microsoft and other companies are offering systems that allow a business to
create virtual agents to book reservations for travel and hotels and conduct routine transactions of
all kinds through two-way, reasonably natural voice dialogues.

Not every caller is satisfied with the ability of these virtual agents to get the job done, but
most systems provide a means to get a human on the line. Companies using these systems report
that they reduce the need for human service agents up to 80 percent. Aside from the money
saved, reducing the size of call centers has management benefit. Call-center jobs have very high
turnover rates because of low job satisfaction.

It's said that men are loath to ask others for directions, but car vendors are betting that
both male and female drivers will be willing to ask their own car for help in getting to their
destination. In 2005 the Acura RL and Honda Odyssey will be offering a system from IBM that



allows users to converse with their cars.208 Driving directions will include street names (for
example, "turn left on Main Street, then right on Second Avenue"). Users can ask such questions
as, "Where is the nearest Italian restaurant?" or they can enter specific locations by voice, ask for
clarifications on directions, and give commands to the car itself (such as "turn up the air
conditioning"). The Acura RL will also track road conditions and highlight traffic congestion on
its screen in real time. The speech recognition is claimed to be speaker-independent and to be
unaffected by engine sound, wind, and other noises. The system will reportedly recognize 1.7
million street and city names, in addition to nearly one thousand commands.

Computer language translation continues to improve gradually. Because this is a Turing-
level task—that is, it requires full human-level understanding of language to perform at human
levels—it will be one of the last application areas to compete with human performance. Franz
Josef Och, a computer scientist at the University of Southern California, has developed a
technique that can generate a new language-translation system between any pair of languages in
a matter of hours or days.209 All he needs is a "Rosetta stone"—that is, text in one language and
the translation of that text in the other language—although he needs millions of words of such
translated text. Using a self-organizing technique, the system is able to develop its own statistical
models of how text is translated from one language to the other and develops these models in
both directions.

This contrasts with other translation systems, in which linguists painstakingly code
grammar rules with long lists of exceptions to each rule. Och's system recently received the
highest score in a competition of translation systems conducted by the U.S. Commerce
Department's National Institute of Standards and Technology.

<h2>Entertainment and sports. <tx>In an amusing and intriguing application of GAs,
Oxford scientist Torsten Reil created animated creatures with simulated joints and muscles and a
neural net for a brain. He then assigned them a task: to walk. He used a GA to evolve this
capability, which involved seven hundred parameters. "If you look at that system with your
human eyes, there's no way you can do it on your own, because the system isjust too complex,"
Reil points out. "That's where evolution comes in."210

While some of the evolved creatures walked in a smooth and convincing way, the
research demonstrated a well-known attribute of GAs: you get what you ask for. Some creatures
figured out novel new ways of passing for walking. According to Weil, "We got some creatures
that didn't walk at all, but had these very strange ways of moving forward: crawling or doing
somersaults."

Software is being developed that can automatically extract excerpts from a video of a
sports game that show the more important plays.211 A team at Trinity College in Dublin is
working on table-based games like pool, in which software tracks the location of each ball and is
programmed to identify when a significant shot has been made. A team at the University of
Florence is working on soccer. This software tracks the location of each player and can
determine the type of play being made (such as free kicking or attempting a goal), when a goal is
achieved, when a penalty is earned, and other key events.

The Digital Biology Interest Group at University College in London is designing Formula
One race cars by breeding them using GAs.212

The AI winter is long since over. We are well into the spring of narrow AL Most of the
examples above were research projects just ten to fifteen years ago. If all the AI systems in the
world suddenly stopped functioning, our economic infrastructure would grind to a halt. Your
bank would cease doing business. Most transportation would be crippled. Most communications
would fail. This was not the case a decade ago. Of course, our AI systems are not smart
enough—yet—to organize such a conspiracy.



Strong AI
<epi>If you understand something in only one way, then you don't really understand it at all.
This is because, if something goes wrong, you get stuck with a thought that just sits in your mind
with nowhere to go. The secret of what anything means to us depends on how we've connected it
to all the other things we know. This is why, when someone learns 'by rote,' we say that they
don't really understand. However, if you have several different representations then, when one
approach fails you can try another. Of course, making too many indiscriminate connections will
turn a mind to mush. But well-connected representations let you turn ideas around in your mind,
to envision things from many perspectives until you find one that works for you. And that's what
we mean by thinking!

<epis>—Marvin Minsky1

<epi>Advancing computer performance is like water slowly flooding the landscape. A half
century ago it began to drown the lowlands, driving out human calculators and record clerks, but
leaving most of us dry. Now the flood has reached the foothills, and our outposts there are
contemplating retreat. We feel safe on our peaks, but, at the present rate, those too will be
submerged within another half century. I propose that we build Arks as that day nears, and adopt
a seafaring life! For now, though, we must rely on our representatives in the lowlands to tell us
what water is really like.

Our representatives on the foothills of chess and theorem-proving report signs of intelligence.
Why didn't we get similar reports decades before, from the lowlands, as computers surpassed
humans in arithmetic and rote memorization? Actually, we did, at the time. Computers that
calculated like thousands of mathematicians were hailed as "giant brains," and inspired the first
generation of AI research. After all, the machines were doing something beyond any animal, that
needed human intelligence, concentration and years of training. But it is hard to recapture that
magic now. One reason is that computers' demonstrated stupidity in other areas biases our
judgment. Another relates to our own ineptitude. We do arithmetic or keep records so
painstakingly and externally, that the small mechanical steps in a long calculation are obvious,
while the big picture often escapes us. Like Deep Blue's builders, we see the process too much
from the inside to appreciate the subtlety that it may have on the outside. But there is a non-
obviousness in snowstorms or tornadoes that emerge from the repetitive arithmetic of weather
simulations, or in rippling tyrannosaur skin from movie animation calculations. We rarely call it
intelligence, but "artificial reality" may be an even more profound concept than artificial
intelligence (Moravec 1998).

The mental steps underlying good human chess playing and theorem proving are complex and
hidden, putting a mechanical interpretation out of reach. Those who can follow the play naturally
describe it instead in mentalistic language, using terms like strategy, understanding and
creativity. When a machine manages to be simultaneously meaningful and surprising in the same
rich way, it too compels a mentalistic interpretation. Of course, somewhere behind the scenes,
there are programmers who, in principle, have a mechanical interpretation. But even for them,
that interpretation loses its grip as the working program fills its memory with details too
voluminous for them to grasp.

As the rising flood reaches more populated heights, machines will begin to do well in areas a
greater number can appreciate. The visceral sense of a thinking presence in machinery will



become increasingly widespread. When the highest peaks are covered, there will be machines
than can interact as intelligently as any human on any subject. The presence of minds in
machines will then become self-evident.

<epis>—Hans Moravec214

<tx>Because of the exponential nature of progress in information-based technologies,
performance often shifts quickly from pathetic to daunting. In many diverse realms, as the
examples in the previous section make clear, the performance of narrow AI is already
impressive. The range of intelligent tasks in which machines can now compete with human
intelligence is continually expanding. In a cartoon in The Age of Spiritual Machines, a defensive
"human race" is seen writing out signs that state what only people (and not machines) can do.215

Littered on the floor are the signs the human race has already discarded, because machines can
now perform these functions: diagnose an electrocardiogram, compose in the style of Bach,
recognize faces, guide a missile, play Ping-Pong, play master chess, pick stocks, improvisejazz,
prove important theorems, and understand continuous speech. Back in 1999 these tasks were no
longer solely the province of human intelligence; machines could do them all.



<tx>On the wall behind the man symbolizing the human race were signs he had written
out describing the tasks that were still the sole province of humans: have common sense, review
a movie, hold press conferences, translate speech, clean a house, and drive cars. If we were to
redesign this cartoon in a few years, some of these signs would also be likely to end up on the
floor. When CYC reaches one hundred million items of commonsense knowledge, perhaps
human superiority in the realm of commonsense reasoning won't be so clear.

The era of household robots, although still fairly primitive today, has already started. Ten
years from now, it's likely we will consider "clean a house" as within the capabilities of
machines. As for driving cars, robots with no human intervention have already driven nearly
across the United States on ordinary roads with other normal traffic. We are not yet ready to turn
over all steering wheels to machines, but there are serious proposals to create electronic
highways on which cars (with people in them) will drive by themselves.

The three tasks that have to do with human-level understanding of natural language—
reviewing a movie, holding a press conference, and translating speech—are the most difficult.



Once we can take down these signs, we'll have Turing-level machines, and the era of strong AI
will have started.

This era will creep up on us. As long as there are any discrepancies between human and
machine performance —areas in which humans outperform machines —strong AI skeptics will
seize on these differences. But our experience in each area of skill and knowledge is likely to
follow that of Kasparov. Our perceptions of performance will shift quickly from pathetic to
daunting as the knee of the exponential curve is reached for each human capability.

How will strong AI be achieved? Most of the material in this book is intended to lay out
the fundamental requirements for both hardware and software and explain why we can be
confident that these requirements will be met in nonbiological systems. The continuation of the
exponential growth of the price-performance of computation to achieve hardware capable of
emulating human intelligence was still controversial in 1999. There has been so much progress
in developing the technology for three-dimensional computing over the past five years that
relatively few knowledgeable observers now doubt that this will happen. Even just taking the
semiconductor industry's published ITRS road map, which runs to 201 8, we can project human-
level hardware at reasonable cost by that year.216

I've stated the case in chapter 4 of why we can have confidence that we will have
detailed models and simulations of all regions of the human brain by the late 2020s. Until
recently, our tools for peering into the brain did not have the spatial and temporal resolution,
bandwidth, or price-performance to produce adequate data to create sufficiently detailed models.
This is now changing. The emerging generation of scanning and sensing tools can analyze and
detect neurons and neural components with exquisite accuracy, while operating in real time.

Future tools will provide far greater resolution and capacity. By the 2020s, we will be
able to send scanning and sensing nanobots into the capillaries of the brain to scan it from inside.
We've shown the ability to translate the data from diverse sources of brain scanning and sensing
into models and computer simulations that hold up well to experimental comparison with the
performance of the biological versions of these regions. We already have compelling models and
simulations for several important brain regions. As I argued in chapter 4, it's a conservative
projection to expect detailed and realistic models of all brain regions by the late 2020s.

One simple statement of the strong AI scenario is that we will learn the principles of
operation of human intelligence from reverse engineering all the brain's regions, and we will
apply these principles to the brain-capable computing platforms that will exist in the 2020s. We
already have an effective toolkit for narrow AI. Through the ongoing refinement of these
methods, the development of new algorithms, and the trend toward combining multiple methods
into intricate architectures, narrow AI will continue to become less narrow. That is, AI
applications will have broader domains, and their performance will become more flexible. AI
systems will develop multiple ways of approaching each problem, just as humans do. Most
important, the new insights and paradigms resulting from the acceleration of brain reverse
engineering will greatly enrich tihis set of tools on an ongoing basis. This process is well under
way.

It's often said that the brain works differently from a computer, so we cannot apply our
insights about brain function into workable nonbiological systems. This view completely ignores
the field of self-organizing systems, for which we have a set of increasingly sophisticated
mathematical tools. As I discussed in the previous chapter, the brain differs in a number of
important ways from that of conventional, contemporary computers. If you open up your Palm
Pilot and cut a wire, there's a good chance you will break the machine. Yet we routinely lose
many neurons and interneuronal connections with no ill effect, because the brain is self-
organizing and relies on distributed patterns in which many specific details are not important.



When we get to the mid- to late 2020s, we will have access to a generation of extremely
detailed brain-region models. Ultimately the toolkit will be greatly enriched with these new
models and simulations and will encompass a full knowledge of how the brain works. As we
apply the toolkit to intelligent tasks, we will draw upon the entire range of tools, some derived
directly from brain reverse engineering, some merely inspired by what we know about the brain,
and some not based on the brain at all but on decades of AI research.

Part of the brain's strategy is to learn information, rather than having knowledge hard-
coded from the start. ("Instinct" is the term we use to refer to such innate knowledge.) Learning
will be an important aspect of AI, as well. In my experience in developing pattern-recognition
systems in character recognition, speech recognition, and financial analysis, providing for the
AFs education is the most challenging and important part of the engineering. With the
accumulated knowledge of human civilization increasingly accessible online, future AIs will
have the opportunity to conduct their education by accessing this vast body of information.

The education of AIs will be much faster than that of unenhanced humans. The twenty-
year time span required to provide a basic education to biological humans could be compressed
into a matter of weeks or less. Also, because nonbiological intelligence can share its patterns of
learning and knowledge, only one AI has to master each particular skill. As I pointed out, we
trained one set of research computers to understand speech, but then the hundreds of thousands
of people who acquired our speech-recognition software had to load only the already trained
patterns into their computers.

One of the many skills that nonbiological intelligence will achieve with the completion of
the human brain-reverse engineering project is sufficient mastery of language and shared human
knowledge to pass the Turing test. The Turing test is important not so much for its practical
significance but rather because it will demarcate a crucial threshold. As I have pointed out, there
is no simple means to pass a Turing test, other than to convincingly emulate the flexibility,
subtlety, and suppleness of human intelligence. Having captured that capability.in our
technology, it will then be subject to engineering's ability to concentrate, focus, and amplify it..

Variations of the Turing test have been proposed. The annual Loebner Prize contest
awards a bronze prize to the chatterbot (conversational bot) best able to convince human judges
that it's human.2 The criteria for winning the silver prize is based on Turing's original test, and
it obviously has yet to be awarded. The gold prize is based on visual and auditory
communication. In other words, the AI must have a convincing face and voice, as transmitted
over a terminal, and thus it must appear to the human judge as if he or she is interacting with a
real person over a videophone. On the face of it, the gold prize sounds more difficult. I've argued
that it may actually be easier, because judges may pay less attention to the text portion of the
language being communicated and could be distracted by a convincing facial and voice
animation. In fact, we already have real-time facial animation, and while it is not quite up to
these modified Turing standards, it's reasonably close. We also have very natural-sounding voice
synthesis, which is often confused with recordings of human speech, although more work is
needed on prosodies (intonation). We're likely to achieve satisfactory facial animation and voice
production sooner than the Turing-level language and knowledge capabilities.

Turing was carefully imprecise in setting the rules for his test, and significant literature
has been devoted to the subtleties of establishing the exact procedures for determining how to
assess when the Turing test has been passed.218 In 2002 1negotiated the rules for a Turing-test
wager with Mitch Kapor on the Long Now Web site.219 The question underlying our twenty-
thousand-dollar bet, the proceeds of which go to the charity of the winner's choice, was, "Will
the Turing test be passed by a machine by 2029?" I said yes, and Kapor said no. It took us
months of dialogue to arrive at the intricate rules to implement our wager. Simply defining



"machine" and "human," for example, was not a straightforward matter. Is the human judge
allowed to have any nonbiological thinking processes in his or her brain? Conversely, can the
machine have any biological aspects?

Because the definition of the Turing test will vary from person to person, Turing test-
capable machines will not arrive on a single day, and there will be a period during which we will
hear claims that machines have passed the threshold. Invariably, these early claims will be
debunked by knowledgeable observers, probably including myself. By the time there is a broad
consensus that the Turing test has been passed, the actual threshold will have long since been
achieved.

Edward Feigenbaum proposes a variation of the Turing test, which assesses not a
machine's ability to pass for human in casual, everyday dialogue but its ability to pass for a
scientific expert in a specific field.220 The Feigenbaum test (FT) may be more significant than the
Turing test, because FT-capable machines, being technically proficient, will be capable of
improving their own designs. Feigenbaum describes his test in this way:

<ext>Two players play the FT game. One player is chosen from among the elite
practitioners in each of three pre-selected fields of natural science, engineering, or
medicine. (The number could be larger, but for this challenge not greater than ten). Let's
say we choose the fields from among those covered in the U.S. National Academy
For example, we could choose astrophysics, computer science, and molecular biology. In
each round of the game, the behavior of the two players (elite scientist and computer) is
judged by another Academy member in that particular domain of discourse, e.g., an
astrophysicist judging astrophysics behavior. Of course the identity of the players is i
hidden from the judge as it is in the Turing test. The judge poses problems, asks
questions, asks for explanations, theories, and so on—as one might do with a colleague.
Can the human judge choose, at better than chance level, which is his National Academy !

colleague and which is the computer?

<tx>Of course Feigenbaum overlooks the possibility that the computer might already be
a National Academy colleague, but he is obviously assuming that machines will not yet have
invaded institutions that today comprise exclusively biological humans. While it may appear that
the FT is more difficult than the Turing test, the entire history of AI reveals that machines started
with the skills of professionals and only gradually moved towards the language skills of a child.
Early AI systems demonstrated their prowess initially in professional fields such as proving
mathematical theorems and diagnosing medical conditions. These early systems would not be
able to pass the FT, however, because they do not have the language skills and the flexible
ability to model knowledge from different perspectives, which are needed to engage in the
professional dialogue inherent in the FT.

This language ability is essentially the same ability needed in the Turing test. Reasoning
in many technical fields is not necessarily more difficult than the commonsense reasoning
engaged in by most human adults. I would expect that machines will pass the FT, at least in some
disciplines, around the same time as they pass the Turing test. Passing the FT in all disciplines is
likely to take longer, however. This is why I see the 2030s as a period of consolidation, as
machine intelligence rapidly expands its skills and incorporates the vast knowledge bases of our
biological human and machine civilization. By the 2040s we will have the opportunity to apply
the accumulated knowledge and skills of our civilization to computational platforms that are
billions of times more capable than unassisted biological human intelligence.



The advent of strong AI is the most important transformation this century will see.
Indeed, it's comparable in importance to the advent of biology itself. It will mean that a creation
of biology has finally mastered its own intelligence and discovered means to overcome its
limitations. Once the principles of operation of human intelligence are understood, expanding its
abilities will be conducted by human scientists and engineers whose own biological intelligence
will have been greatly amplified through an intimate merger with nonbiological intelligence.
Over time, the nonbiological portion will predominate.

We've discussed aspects of the impact of this transformation throughout this book, which
I focus on in the next chapter. Intelligence is the ability to solve problems with limited resources,
including limitations of time. The Singularity will be characterized by the rapid cycle of human
intelligence—increasingly nonbiological—capable of comprehending and leveraging its own
powers.

<dia>Friendof Futurist Bacteria, 2 billion B.C.: So tell me again about these ideas you have
about thefuture.
Futurist Bacteria, 2 billion B.C.: Well, I see bacteria getting together into societies, with the
whole band of cells basically acting like one big complicated organism with greatly enhanced
capabilities.
Friend of Futurist Bacteria: What gives you that idea?
Futurist Bacteria: Well already, some of ourfellow Daptobacters have gone inside other larger
bacteria toform a little duo.221 It's inevitable that ourfellow cells will band together so that each
cell can specialize itsfunction. As it is now, we each have to do everything by ourselves:find
food, digest it, excrete by-products.
Friend of Futurist Bacteria: And then what?
Futurist Bacteria: All these cells will develop ways of communicating with one another that go
beyondjust the swapping of chemical gradients that you and I can do.
Friend of Futurist Bacteria: Okay, now tell me again thepart about thatfuture superassembly of
ten trillion cells.
Futurist Bacteria: Yes, well, according to my models, in about two billion years a big society of
ten trillion cells will make up a single organism and include tens of billions of special cells that
can communicate with^one another in very complicatedpatterns.
Friend of Futurist Bacteria: What sort of patterns?
Futurist Bacteria: Well, "music, "for one thing. These huge bands of cells will create musical
patterns and communicate them to all the other bands of cells.
Friend of Futurist Bacteria: Music?
Futurist Bacteria: Yes,patterns of sound.
Friend of Futurist Bacteria: Sound?
Futurist Bacteria: Okay, look at it this way. These supercell societies will be complicated enough
to understand their own organization. They will be able to improve their own design, getting
better and better,faster andfaster. They will reshape the rest of the world in their image.
Friend of Futurist Bacteria: Now, wait a second. Sounds like we 'Il lose our basic bacteriumity.
Futurist Bacteria: Oh, but there will be no loss.
Friend of Futurist Bacteria: I know you keep saying that, but . . .
Futurist Bacteria: It will be a great step forward. It's our destiny as bacteria. And, anyway, there
will still be little bacteria like us floating around.
Friend of Futurist Bacteria: Okay, but what about the downside? I mean, how much harm can
ourfellow Daptobacter /ft/Bdellovibrio bacteria do? But thesefuture cell associations with
their vast reach may destroy everything.



Futurist Bacteria: It 's not certain, but I think we 'Il make it through.
Friend of Futurist Bacteria: You always were an optimist.
Futurist Bacteria: Look, we won 't have to worry about the downsidefor a couple billion years.
Friend of Futurist Bacteria: Okay, then, let's get lunch.

<sd>Meanwhile, two billion years later . . .

<dia>NedLudd: Thesefuture intelligences will be worse than the textile machines Ifought back
in 1812. Back then we had to worry about only one man with a machine doing the work of
twelve. But you 're talking about a marble-size machine outperforming all of humanity.
Ray: It will only outperform the biological part of humanity. In any event, that marble is still
human, even if not biological.
Ned: These superintelligences won 't eatfood. They won 't breathe air. They won 't reproduce
through sex. . . . Sojust how are they human?
Ray: We 're going to merge with our technology. We 're already starting to do that in 2004, even
if most of the machines are not yet inside our bodies and brains. Our machines nonetheless
extend the reach of our intelligence. Extending our reach has always been the nature of being
human.
Ned: Look, saying that these superintelligent nonbiological entities are human is like saying that
we 're basically bacteria. After all, we 're evolvedfrom them also.
Ray: It 's true that a contemporary human is a collection of cells, and that we are a product of
evolution, indeed its cutting edge. But extending our intelligence by reverse engineering it,

modeling it, simulating it, reinstantiating it on more capable substrates, and modifying and
extending it is the next step in its evolution. It was thefate of bacteria to evolve into a
technology-creating species. And it's our destiny now to evolve into the vast intelligence of the
Singularity.
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172 Here is the basic schema for a neural net algorithm. Many variations are possible, and the designer
of the system needs to provide certain critical parameters and methods, detailed below.

Creating a neural-net solution to a problem involves the following steps:
<nbl>
• Define the input.
• Define the topology of the neural net (i.e., the layers of neurons and the connections between

the neurons).
• Train the neural net on examples of the problem.
• Run the trained neural net to solve new examples of the problem.
• Take your neural-net company public.
<ntx>These steps (except for the last one) are detailed below:

<b2>The Problem Input

<ntx>The problem input to the neural net consists of a series of numbers. This input can be:
<nbl>

• In a visual pattern-recognition system, a two-dimensional array of numbers representing the
pixels of an image; or

• In an auditory (e.g., speech) recognition system, a two-dimensional array of numbers
representing a sound, in which the first dimension represents parameters of the sound (e.g.,
frequency components) and the second dimension represents different points in time; or

• In an arbitrary pattern-recognition system, an n-dimensional array of numbers representing the
input pattern.

<b2>Defining the Topology

<ntx>To set up the neural net, the architecture of each neuron consists of:
<nbl>

• Multiple inputs in which each input is "connected" to either the output of another neuron, or one
of the input numbers.

• Generally, a single output, which is connected either to the input of another neuron (which is
usually in a higher layer), or to the final output.
<b2>Set up the First Layer of Neurons
<nbl>
• Create N0 neurons in the first layer. For each of these neurons, "connect" each of the

multiple inputs of the neuron to "points" (i.e., numbers) in the problem input. These
connections can be determined randomly or using an evolutionary algorithm (see below).

• Assign an initial "synaptic strength" to each connection created. These weights can start out
all the same, can be assigned randomly, or can be determined in another way (see below).

<b2>Set up the Additional Layers of Neurons
<ntx>Setup a total of M layers of neurons. For each layer, set up the neurons in that

layer.
For layer,:
<nbl>
• Create N1neurons in layer,. For each of these neurons, "connect" each of the

multiple inputs of the neuron to the outputs of the neurons in layer,- (see variations
below).

• Assign an initial "synaptic strength" to each connection created. These weights can
start out all the same, can be assigned randomly, or can be determined in another
way (see below).



• The outputs of the neurons in layerM are the outputs of the neural net (see variations
below).

<b2>The Recognition Trials
<b3>How Each Neuron Works
<ntx>Once the neuron is set up, it does the following for each recognition trial.
<nbl>

• Each weighted input to the neuron is computed by multiplying the output of the other
neuron (or initial input) that the input to this neuron is connected to by the synaptic strength
of that connection.

• All of these weighted inputs to the neuron are summed.
• If this sum is greater than the firing threshold of this neuron, then this is neuron is

considered to fire and its output is 1. Otherwise, its output is 0 (see variations below).
<b3>Do the Following for Each Recognition Trial

<ntx>For each layer, from layer0to layerM:
For each neuron in the layer:
<nbl>

• Sum its weighted inputs (each weighted input = the output of the other neuron
[or initial input] that the input to this neuron is connected to multiplied by the
synaptic strength of that connection).

• If this sum of weighted inputs is greater than the firing threshold for this
neuron, set the output of this neuron = 1, otherwise set it to 0.

<b3>To Train the Neural Net
<nbl>

• Run repeated recognition trials on sample problems.
• After each trial, adjust the synaptic strengths of all the interneuronal connections to improve

the performance of the neural net on this trial (see the discussion below on how to do this).
• Continue this training until the accuracy rate of the neural net is no longer improving (i.e.,

reaches an asymptote).

<b2>Key Design Decisions
<ntx>In the simple schema above, the designer of this neural-net algorithm needs to determine at the
outset:
<nbl>

• What the input numbers represent.
• The number of layers of neurons.
• The number of neurons in each layer. (Each layer does not necessarily need to have the

same number of neurons.)
• The number of inputs to each neuron in each layer. The number of inputs (i.e.,

interneuronal connections) can also vary from neuron to neuron and from layer to layer.
• The actual "wiring" (i.e., the connections). For each neuron in each layer, this consists

of a list of other neurons, the outputs of which constitute the inputs to this neuron. This
represents a key design area. There are a number of possible ways to do this:

<nnl>
(i) Wire the neural net randomly; or
(ii) Use an evolutionary algorithm (see below) to determine an optimal wiring; or
(iii) Use the system designer's best judgment in determining the wiring.
<nbl>

• The initial synaptic strengths (i.e., weights) of each connection. There are a number of possible
ways to do this:

<nnl>
(i) Set the synaptic strengths to the same value; or
(ii) Set the synaptic strengths to different random values; or
(iii) Use an evolutionary algorithm to determine an optimal set of initial values; or
(iv) Use the system designer's best judgment in determining the initial values.



<nbl>
• The firing threshold of each neuron.
• Determine the output. The output can be:
• <nnl>

(i) the outputs of layerM of neurons; or
(ii) the output of a single output neuron, the inputs of which are the outputs of the

neurons in layerM.
(iii) a function of (e.g., a sum of) the outputs of the neurons in layerM or
(iv) another function of neuron outputs in multiple layers.
<nbl>

• Determine how the synaptic strengths of all the connections are adjusted
during the training of this neural net. This is a key design decision and is the subject of a
great deal of research and discussion. There are a number of possible ways to do this:

<nnl>
(i) For each recognition trial, increment or decrement each synaptic strength by a

(generally small) fixed amount so that the neural net's output more closely matches the
correct answer. One way to do this is to try both incrementing and decrementing and see
which has the more desirable effect. This can be time-consuming, so other methods exist for
making local decisions on whether to increment or decrement each synaptic strength.

(ii) Other statistical methods exist for modifying the synaptic strengths after each
recognition trial so that the performance of the neural net on that trial more closely matches
the correct answer.

Note that neural-net training will work even if the answers to the training trials are not
all correct. This allows using real-world training data that may have an inherent error rate.
One key to the success of a neural net-based recognition system is the amount of data used
for training. Usually a very substantial amount is needed to obtain satisfactory results. Just
like human students, the amount of time that a neural net spends learning its lessons is a key
factor in its performance. ,

<b2>Variations
<ntx>Many variations of the above are feasible:
<nbl>

• There are different ways of determining the topology. In particular, the interneuronal wiring
can be set either randomly or using an evolutionary algorithm.

• There are different ways of setting the initial synaptic strengths.
• The inputs to the neurons in layerj do not necessarily need to come from the outputs of the

neurons in layern. Alternatively, the inputs to the neurons in each layer can come from any
lower layer or any layer.

• There are different ways to determine the final output.
• The method described above results in an "all or nothing" ( 1 or 0) firing called a

nonlinearity. There are other nonlinear functions that can be used. Commonly a function is
used that goes from 0 to 1 in a rapid but more gradual fashion. Also, the outputs can be
numbers other than 0 and 1.

• The different methods for adjusting the synaptic strengths during training represent key
design decisions.

The above schema describes a "synchronous" neural net, in which each recognition trial proceeds by computing the
outputs of each layer, starting with layero through layerM. In a true parallel system, in which each neuron is operating
independently of the others, the neurons can operate "asynchronously" (i.e., independently). In an asynchronous
approach, each neuron is constantly scanning its inputs and fires whenever the sum of its weighted inputs exceeds its
threshold (or whatever its output function specifies).
173 See Chapter 4 for a detailed discussion of brain reverse-engineering. As one example of the progression, S. J.
Thorpe writes, "We have really only just begun what will certainly be a long term project aimed at reverse
engineering the primate visual system. For the moment, we have only explored some very simple architectures,
involving essentially just feed-forward architectures involving a relatively small numbers of layers... In the years to
come, we will strive to incorporate as many of the computational tricks used by the primate and human visual
system as possible. More to the point, it seems that by adopting the spiking neuron approach, it will soon be possible



to develop sophisticated systems capable of simulating very large neuronal networks in real time." SJ. Thorpe et al.,
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175 Here is the basic schema for a genetic (evolutionary) algorithm. Many variations are possible, and
the designer of the system needs to provide certain critical parameters and methods, detailed below.

<b2>The Evolutionary Algorithm
Create N solution "creatures". Each one has:
<nbl>
• A genetic code: a sequence of numbers that characterize a possible solution to the

problem. The numbers can represent critical parameters, steps to a solution, rules, etc.
<ntx>For each generation of evolution, do the following:
<nbl>
• Do the following for each of the N solution creatures:

Apply this solution creature's solution (as represented by its genetic code) to the
problem, or simulated environment. Rate the solution.
• Pick the L solution creatures with the highest ratings to survive into the next generation.
• Eliminate the (N-L) nonsurviving solution creatures.
• Create (N-L) new solution creatures from the L surviving solution creatures by:

<nsl>(i) Making copies of the L surviving creatures. Introduce small random
variations into each copy; or

(ii) Create additional solution creatures by combining parts of the genetic code
(using "sexual" reproduction, or otherwise combining portions of the chromosomes) from
the L surviving creatures; or

(iii) Doing a combination of (i) and (ii).
<nbl>

• Determine whether or not to continue evolving:
Improvement = (highest rating in this generation)-(highest rating in the previous

generation).
If Improvement < Improvement Threshold then we're done.

• The solution creature with the highest rating from the last generation of evolution has
the best solution. Apply the solution defined by its genetic code to the problem.

<b2>Key Design Decisions
In the simple schema above, the designer needs to determine at the outset:
<nbl>
• Key parameters:

<nunsl>N
L
Improvement threshold.
<nbl>

• What the numbers in the genetic code represent and how the solution is computed from
the genetic code.



• A method for determining the N solution creatures in the first generation. In general,
these need only be "reasonable" attempts at a solution. If these first-generation solutions
are too far afield, the evolutionary algorithm may have difficulty converging on a good
solution. It is often worthwhile to create the initial solution creatures in such a way that
they are reasonably diverse. This will help prevent the evolutionary process from just
finding a "locally" optimal solution.

• How the solutions are rated.
• How the surviving solution creatures reproduce.
<b2>Variations

Many variations of the above are feasible. For example:
<nbl>

• There does not need to be a fixed number of surviving solutions creatures (L) from each
generation. The survival rule(s) can allow for a variable number of survivors.

• There does not need to be a fixed number of new solution creatures created in each
generation (N-L). The procreation rules can be independent of the size of the
population. Procreation can be related to survival, thereby allowing the fittest solution
creatures to procreate the most.

• The decision as to whether or not to continue evolving can be varied. It can consider
more than just the highest-rated solution creature from the most recent generation(s). It
can also consider a trend that goes beyond just the last two generations.

176 Sam Williams, "When Machines Breed," August 12, 2004,
httρ://www.salon.com/tech/feature/2004/08/12/evolvable_hardware/index_np.html.
177 Here is the basic scheme (algorithm description) of recursive search. Many variations are possible,
and the designer of the system needs to provide certain critical parameters and methods, detailed
below.

<b2>The Recursive Algorithm
<ntx>Define a function (program) "Pick Best Next Step." The function returns a value

of "SUCCESS" (we've solved the problem) or "FAILURE" (we didn't solve it). If it returns
with a value of SUCCESS, then the function also returns the sequence of steps that solved
the problem. Pick Best Next Step does the following:

<nbl>
• Determine if the program can escape from continued recursion at this point. This bullet,

and the next two bullets deal with this escape decision.
First, determine if the problem has now been solved. Since this call to Pick Best Next

Step probably came from the program calling itself, we may now have a satisfactory
solution. Examples are:

<nnl>
(i)In the context of a game (for example, chess), the last move allows us to win

(such as checkmate).
(ii) In the context of solving a mathematical theorem, the last step proves the

theorem.
(iii) In the context of an artistic program (for example, a computer poet or

composer), the last step matches the goals for the next word or note.
If the problem has been satisfactorily solved, the program returns with a value of

"SUCCESS" and the sequence of steps that caused the success.
• If the problem has not been solved, determine if a solution is now hopeless. Examples

are:
<nnl>

(i) In the context of a game (such as chess), this move causes us to lose (checkmate
for the other side).

(ii) In the context of solving a mathematical theorem, this step violates the theorem,
(iii) In the context of an artistic creation, this step violates the goals for the next

word or note.
<nbl>If the solution at this point has been deemed hopeless, the program returns with a

value of "FAILURE."



• If the problem has been neither solved nor deemed hopeless at this point of recursive
expansion, determine whether or not the expansion should be abandoned anyway. This
is a key aspect of the design and takes into consideration the limited amount of
computer time we have to spend. Examples are:
<nnl>

(i) In the context of a game (such as chess), this move puts our side sufficiently
"ahead" or "behind." Making this determination may not be straightforward and is
the primary design decision. However, simple approaches (such as adding up piece
values) can still provide good results. If the program determines that our side is
sufficiently ahead, then Pick Best Next Step returns in a similar manner to a
determination that our side has won (that is, with a value of "SUCCESS"). If the
program determines that our side is sufficiently behind, then Pick Best Next Step
returns in a similar manner to a determination that our side has lost (that is, with a
value of "FAILURE").
(ii) In the context of solving a mathematical theorem, this step involves determining

if the sequence of steps in the proof is unlikely to yield a proof. If so, then this path should
be abandoned, and Pick Best Next Step returns in a similar manner to a determination that
this step violates the theorem (that is, with a value of "FAILURE"). There is no "soft"
equivalent of success. We can't return with a value of "SUCCESS" until we have actually
solved the problem. That's the nature of math.

(iii) In the context of an artistic program (such as a computer poet or composer),
this step involves determining if the sequence of steps (such as the words in a poem, notes in
a song) is unlikely to satisfy the goals for the next step. If so, then this path should be
abandoned, and Pick Best Next Step returns in a similar manner to a determination that this
step violates the goals for the next step (that is, with a value of "FAILURE").

<nbl>
• If Pick Best Next Step has not returned (because the program has neither determined

success nor failure nor made a determination that this path should be abandoned at this
point), then we have not escaped from continued recursive expansion. In this case, we
now generate a list of all possible next steps at this point. This is where the precise
statement of the problem comes in:
<nnl>

(i) In the context of a game (such as chess), this involves generating all possible
moves for "our" side for the current state of the board. This involves a straightforward
codification of the rules of the game.

(ii) In the context of finding a proof for a mathematical theorem, this involves
listing the possible axioms or previously proved theorems that can be applied at this point in
the solution.

(iii) In the context of a cybernetic art program, this involves listing the possible
words/notes/line segments that could be used at this point.

<nbl>For each such possible next step:
<nnl>

(i) Create the hypothetical situation that would exist if this step were implemented.
In a game, this means the hypothetical state of the board. In a mathematical proof, this means
adding this step (for example, axiom) to the proof. In an art program, this means, adding this
word/note/line segment.

(ii) Now call Pick Best Next Step to examine this hypothetical situation. This is, of
course, where the recursion comes in because the program is now calling itself.

(iii) If the above call to Pick Best Next Step returns with a value of "SUCCESS,"
then return from the call to Pick Best Next Step (that we are now in) also with a
value of "SUCCESS." Otherwise consider the next possible step.

<nbl>If all the possible next steps have been considered without finding a step that
resulted in a return from the call to Pick Best Next Step with a value of "SUCCESS," then
return from this call to Pick Best Next Step (that we are now in) with a value of
"FAILURE."

<ntx>END OF PICK BEST NEXT STEP



If the original call to Pick Best Next Move returns with a value of "SUCCESS," it will
also return the correct sequence of steps:

<nnl>
(i) In the context of a game, the first step in this sequence is the next move you

should make.
(ii) In the context of a mathematical proof, the full sequence of steps is the proof,
(iii) In the context of a cybernetic art program, the sequence of steps is your work of

art.
<ntx>If the original call to Pick Best Next Step is "FAILURE," then you need to go

back to the drawing board.
<b2>Key Design Decisions

<ntx>In the simple schema above, the designer of the recursive algorithm needs to
determine the following at the outset:

<nbl>

• The key to a recursive algorithm is the determination in Pick Best Next Step of when to
abandon the recursive expansion. This is easy when the program has achieved clear
success (such as checkmate in chess or the requisite solution in a math or combinatorial
problem) or clear failure. It is more difficult when a clear win or loss has not yet been
achieved. Abandoning a line of inquiry before a well-defined outcome is necessary
because otherwise the program might run for billions of years (or at least until the
warranty on your computer runs out).

• The other primary requirement for the recursive algorithm is a straightforward
codification of the problem. In a game like chess, that's easy. But in other situations, a
clear definition of the problem is not always so easy to come by.
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WHAT IS CLAIMED IS:

1. A system comprising:

a computer configured to execute instructions for synthesizing biological material,

and

an assembly unit electrically connected to the computer, the assembly unit being

configured to synthesize the biological material based on the instructions executed by the

computer.

2. The system of claim 1, further comprising an insertion unit.

3. The system of claim 1, further comprising a repository unit.

4. The system of claim 1, wherein the assembly unit further comprises one or

more of an input channel and an output channel.

5. The system of claim 1, further comprising a separate device for a user to

communicate wirelessly with the computer.

6. The system of claim 1, wherein the computer comprises one or more of a

memory unit, software, and a database.

7. The system of claim 6, wherein the database comprises one or more of DNA

sequence, RNA sequence and polypeptide sequence information.

8. The system of claim 3, wherein the repository unit comprises one or more

different types of monomeric biological components.

9. The system of claim 8, wherein the monomeric biological components include

one or more of a nucleotide, amino acid, and tRNA.



10. The system of claim 9, wherein each tRNA is attached to an amino acid.

11. The system of claim 1, wherein the assembly unit comprises one or more of a

polymerase or a ribosome.

12. The system of claim 1, wherein the assembly unit comprises a robot that

mimics the activity of a polymerase or a ribosome.

13. The system of claim 1, wherein the biological material is a nucleic acid or

polypeptide.

14. The system of claim 1, wherein the biological material is an RNA.

15. The system of claim 2, wherein the insertion unit is attached to the assembly

unit.

16. The system of claim 1, wherein the system is coated with a biocompatible |

material.

17. A system comprising:

a computer configured to execute instructions for synthesizing biological

material;

a central unit responsive to execution of the instructions to control an assembly

unit; and

an assembly unit electrically connected to the central unit, the assembly unit being

configured to synthesize the biological material based on the instructions executed by the

computer.

18. The system of claim 17, further comprising a repository unit.



19. The system of claim 17, wherein the assembly unit further comprises one or

more of an input channel and an output channel.

20. The system of claim 17, wherein the computer is separate from the central

unit and the assembly unit.

21. The system of claim 17, wherein the computer resides outside of the cell and

the central unit and the assembly unit reside inside the cell.

22. The system of claim 17, wherein the computer resides within the central unit,

and the central unit and the assembly unit reside inside the cell.

23. The system of claim 17, further comprising a separate device for a user to

communicate wirelessly with the computer.

24. The system of claim 17, wherein the computer comprises one or more of a

transmitter, software, and a database.

25. The system of claim 17, wherein the central unit comprises one or more of a

memory, a receiver, an engine, and an antenna.

26. The system of claim 24, wherein the database comprises one or more of DNA

sequence, RNA sequence and polypeptide sequence information.

27. The system of claim 17, wherein the system further comprises a repository

unit, and the repository unit comprises one or more different types of monomeric

biological components.

28. The system of claim 27, wherein the monomeric biological components

include one or more of a nucleotide, amino acid, and tRNA.



29. The system of claim 28, wherein each tRNA is attached to an amino acid.

30. The system of claim 17, wherein the assembly unit comprises one or more of

a polymerase or a ribosome.

31. The system of claim 17, wherein the assembly unit comprises a robot that

mimics the activity of a polymerase or a ribosome.

32. The system of claim 17, wherein the biological material is a nucleic acid or

polypeptide.

33. The system of claim 17, wherein the biological material is an RNA.

34. The system of claim 17, wherein the system is coated with a biocompatible

material.

35. A method comprising:

synthesizing a biological material and introducing the ological material into a

cell,

wherein the biological material is synthesized by a system comprising:

a computer configured to execute instructions for synthesizing biological

material, and

an assembly unit electrically connected to the computer, the assembly unit being

configured to synthesize the biological material based on the instructions executed by the

computer.

36. The method of claim 35, wherein the system further comprises an insertion

unit and a repository unit.

37. The method of claim 35, wherein the system further comprises one or more

of an input channel and an output channel on the assembly unit.



38. The method of claim 35, wherein the step of synthesizing the biological

material is initiated by a signal from a user operating a device separated from the system,

wherein the user uses the device to send a signal to a receiver located in the computer of

the system.

39. A method comprising:

synthesizing a biological material and introducing the biological material into a

cell,

wherein the biological material is synthesized by a system comprising:

a computer configured to execute instructions for synthesizing biological

material;

a central unit responsive to execution of the instructions to control an assembly

unit; and

an assembly unit electrically connected to the computer, the assembly unit being

configured to synthesize the biological material based on the instructions executed by the

computer.

40. The method of claim 39, further comprising a repository unit.

41. The method of claim 39, further comprising a step, prior to the synthesizing

step, of putting at least the central unit and the assembly unit of the system inside the cell.

42. The method of claim 39, wherein the system further comprises one or more

of an input channel and an output channel on the assembly unit.

43. The method of claim 41, wherein the step of putting the central unit and the

assembly unit of the system into the cell comprises electroporation, microinjection, or a

lipophilic carrier.



44. The method of claim 39, wherein the step of synthesizing the biological

material is initiated by a signal from a user operating a device separated from the system,

wherein the user uses the device to send a signal to a receiver located in the central unit

of the system.

45. The method of claim 39, wherein the computer resides inside the central unit.

46. A cell comprising a system comprising:

a central unit responsive to instructions to control an assembly unit; and

an assembly unit electrically connected to the central unit, the assembly unit being

configured to synthesize biological material based on the instructions,

wherein the instructions are executed by a computer.

47. The cell of claim 46, wherein the computer resides inside the central unit.

48. The cell of claim 46, wherein the computer resides outside the central unit

and outside the cell.

49. The cell of claim 46, further comprising a repository unit attached to the

assembly unit.

50. The cell of claim 46, wherein the assembly unit comprises one or more of an

input channel and an output channel on the assembly unit.

51. The cell of claim 48, wherein the computer comprises one or more of a

transmitter, software, and a database.

52. The cell of claim 48, wherein the central unit comprises one or more of a

memory, a receiver, an engine, and an antenna.



53. The cell of claim 49, wherein the repository unit comprises one or more

different types of monomeric biological components.

54. The cell of claim 53, wherein the monomeric biological components include

one or more of a nucleotide, amino acid, and tRNA.

55. The cell of claim 54, wherein each tRNA is attached to an amino acid.

56. The cell of claim 46, wherein the cell originates from a mammal.

57. The cell of claim 46, wherein the cell originates from a human, mouse, rat,

monkey, dog, cat, or rabbit.

58. The cell of claim 46, wherein the cell is in a tissue of a human.

59. A method of treating a human comprising administering a system to the

human, wherein the system comprises:

a central unit responsive to instructions to control an assembly unit, and

an assembly unit electrically connected to the central unit, the assembly unit being

configured to synthesize biological material based on the instructions,

wherein the instructions are executed by a computer.

60. The method of claim 59, wherein the computer resides inside the central unit.

6 1. The method of claim 59, wherein the computer resides outside the central unit

and outside the cell.

62. The method of claim 59, wherein the system further comprises a repository

unit attached to the assembly unit.



63. The method of claim 59, wherein the assembly unit comprises one or more of

an input channel and an output channel.

64. The method of claim 59, wherein the computer comprises one or more of a

transmitter, software, and a database.

65. The method of claim 59, wherein the central unit comprises one or more of a

memory, a receiver, an engine, and an antenna.

66. The method of claim 64, wherein the database comprises one or more of

DNA sequence information, RNA sequence information, and polypeptide sequence

information.

67. The method of claim 62, wherein the repository unit comprises one or more

different types of monomeric biological components.

68. The method of claim 67, wherein the monomeric biological components

include one or more of a nucleotide, amino acid, and tRNA.

69. The method of claim 68, wherein each tRNA is attached to an amino acid.

70. The method of claim 59, wherein the human has a cancer, a tissue disorder, or

a disorder of the nervous system.

7 1. The method of claim 59, wherein the system is administered by tissue graft,

microprojectile technology, or by a lipophilic carrier.

72. A method of treating a human comprising administering a cell comprising a

system comprising:

a central unit responsive to instructions to control an assembly unit; and



an assembly unit electrically connected to the central unit, the assembly unit being

configured to synthesize biological material based on the instructions,

wherein the instructions are generated by a computer.

73. The method of claim 72, wherein the computer resides inside the central unit.

74. The method of claim 72, wherein the computer resides outside the central unit

and outside the human.

75. The method of claim 72, wherein the system further comprises a repository

unit attached to the assembly unit.

76. The method of claim 72, wherein the assembly unit of the system comprises

one or more of an input channel and an output channel on the assembly unit.

77. The method of claim 72, wherein the computer comprises one or more of a

transmitter, software, and a database.

78. The method of claim 72, wherein the central unit comprises one or more of a

memory, a receiver, an engine and an antenna.

79. The method of claim 77, wherein the database comprises DNA sequence

information, RNA sequence information, and polypeptide sequence information.

80. The method of claim 75, wherein the repository unit comprises one or more

different types of monomeric biological components.

81. The method of claim 80, wherein the monomeric biological components

include one or more of a nucleotide, amino acid, and tRNA.

82. The method of claim 81, wherein each tRNA is attached to an amino acid.



83. The method of claim 72, wherein the human has a cancer, a tissue disorder, or

a disorder of the nervous system.

84. The method of claim 72, wherein the cell is administered by tissue graft.
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